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What	am	I	talking	about?	
	

I	have	a	series	of	questions...	
	

What	might	we	mean	by	locus?		
What	do	we	mean	by	linguistic	change?	
What	is	acquistionism?	
What	is	lifespan-change?	
Are	there	grammatical	constraints	on	diachrony?	
	

How	shall	we	do	this?	
	

When	talking	to	Fae	and	Aldo	about	ETHL,	I	proposed	to	run	the	session	like	this...	
	

(i)	 because	I’m	on	first:	use	the	first	few	minutes	to	get	to	know	the	crowd	(who	
knows	about	phonology,	who	knows	about	syntax	etc,	who’s	at	what	stage	of		
a-degree/their-life)	

	

(ii)	 mainly,	if	I’m	honest,	talk	about	ideas	myself,	but	break	up	every	so	often	to	
encourage	some	discussion	of	an	idea	in	the	audience	and	then	have	some	
feedback	about	what	people	have	said	

	

(iii)	otherwise	throw	out	questions	at	times	to	the	audience	to	see	if	they’re	
listening...	

	

(iv)	have	a	brief	break	in	the	middle	of	the	session	(just	as	a	pause	–	two	hours	can	
be	a	long	time)	

	

(v)	 generally	encourage	questions	and	interjections	at	any	point	from	the	audience	
	
 



Historical	Linguistics,	me	and	you...	
	

I	am	a	Theoretical	Historical	Phonologist	
• I	engage,	at	least	in	part,	in	Theoretical	Historical	Linguistics		
	

	 =	Theoretical	Linguistics	+	Historical	Linguistics	?	
	
Theoretical	Linguistics		
	

=	(a)	developing	linguistic	theory		
	

=	(b)	building	theoretically-informed	analyses	of	linguistic	phenomena	
	
Historical	Linguistics		
	

=	(x)	working	out	the	past	stages	of	languages	(‘reconstruction’)	
	

=	(y)	describing	the	changes	between	them	(‘diachrony’)	
	
Theoretical	Historical	Linguistics	
	

=	developing	linguistic	theory		
	

=	building	theoretically-informed	analyses	of	linguistic	phenomena	
	

=	working	out	the	past	stages	of	languages	(‘reconstruction’)	
	

=	describing	the	changes	between	them	(‘diachrony’)	
	

–		figuring	out	how	(a)	and	(b)	can	help	with	(x)	and	(y)	
	

–		figuring	out	how	(x)	and	(y)	can	help	with	(a)	and	(b)	

More	about	me	–	and	theoretical	historical	linguistics		
	

I’m	excited	to	ask	questions	like	the	following:	
	

• can	linguistic	structure	place	constraints	on	what	is	a	possible	change?	
	

• if	linguistic	structure	constrains	change,	then	can	change	be	evidence	for		
linguistic	structure?	

	
	
Who	are	you?	And	what	do	you	know...?	
	

Take	a	few	minutes	to	talk	to	the	people	next	to	you	
	

• which	areas	of	language	and	linguistics	are	you	interested	in?	
• which	kinds	of	changes	are	you	interested	in?	

	

• what	stage	of	degree	/	life	are	you	at?	
	

o what	might	we	mean	by	locus?	(in	terms	of	‘What	is	the	locus	of	linguistic	change?’)	
	

o what	do	we	mean	by	linguistic	change?	
	

o what	is	acquistionism?	
	

o what	is	lifespan-change?	
	
	



Let’s	take	this	one	first:	what	do	we	mean	by	linguistic	change?	
	

To	tackle	this,	we	need	to	consider	the	easy	question:	what	is	language?	
	

• (this	could	fit	in	with:	which	areas	of	language	–	and	which	kinds	of	changes	–	are	
you	interested	in?)	

	

• and...	if	I	say...	that	my	main	focus	will	be	on	innovation,	not	propagation...?	
	
	
Different	kinds	of	historical	linguists	sometimes	argue	about	which	aspect	of	‘a	
change’	is	the	important	one,	going	so	far	as	to	claim	that	only	one	of	the	two	aspects	
is	the	change	–	for	example:	
	
Hale	(2007)	talks	about	

	
	 change	+	diffusion	
	
Milroy	(1992)	talks	about	

	
	 speaker-innovation	+	change	
	

Hale	(2007,	35-36):		
• “The	general	contrast	between	change	and	diffusion	must	necessarily	be	maintained	
if	we	are	to	limit	our	attention	to	relevant	phenomena.	That	the	two	types	of	
phenomena	really	contrast	can	be	seen	quite	clearly	from	the	fact	that	changes	need	
not	diffuse:	it	is	entirely	possible	-	indeed,	in	my	view,	the	norm	-	that	many	of	the	
differences	between	a	given	acquirer’s	input	source	grammar(s)	and	the	grammar	he	
or	she	constructs	will	never	spread	to	others	...	I	believe	that	diffusion	is	a	highly	
unconstrained	process	-	i.e.,	that	any	possible	‘change’	could	just	as	easily	diffuse	
under	the	proper	sociolinguistic	conditions	for	diffusion	...”	

	
Milroy	(1992,	169):		
• “...we	can	propose	[a]	distinction	...	between	speaker	innovation	on	the	one	hand,	and	
linguistic	change	on	the	other.	Innovation	and	change	are	not	conceptually	the	same	
thing:	an	innovation	is	an	act	of	the	speaker,	whereas	a	change	is	observed	within	the	
language	system....	We	can	describe	speaker-innovation	as	an	act	of	the	speaker	which	
is	capable	of	influencing	linguistic	structure.	The	innovation	may,	or	may	not,	enter	
the	language	system...”	

	



We	can	make	sense	of	this	if	we	keep	the	innovation/propagation	distinction	in	mind:	
	

	
	
	
I’d	hope	that	we	can	agree	that	–	if	we	want	to	understand	everything	about	linguistic	
change	–	then	we	need	to	understand	both	innovation	and	propagation	

	

• but	for	structural	historical	linguistics	(e.g.,	theoretical	historical	phonology,	
theoretical	historical	syntax),	the	focus	is	typically	on	innovation		

We	can	make	sense	of	this	
	
	

	 					Hale	
 
 innovation   +  propagation  ‘change’ 
 
	 	 	 				Milroy	
	
	
In	discussing	the	change	mentioned	above,	we	have	asked	questions	about	two	distinct	aspects	of	the	change	
• the	innovation	involved	=	the	alteration	in	phonological	segments	or	structures		
o =	the	structural	aspect	of	the	change	
o eg:	is	this	the	kind	of	thing	that	normally	happens	in	phonological	change?	
• the	propagation	involved	=	the	way	in	which	an	innovation	is	taken	up	by	speakers	
o =	the	social	aspect	of	the	change	
o eg:	where	did	it	happen?	only	in	London...?	
	

Hall-Lew,	Honeybone	&	Kirby	(2021)	try	to	be	conciliatory	(dealing	with	all	aspects	
of	phonological	change)	...	
	

• and	wade	through	the	terminological	quagmire	that	exists	in	this	area:	
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GLˤHUHQFHV�PLJKW�KDYH�QR� HˤHFW� LQ� VRXQG� FKDQJH�EXW�PLJKW�KDYH� DQ� HˤHFW� LQ� RWKHU� W\SHV� RI�
SKRQHWLF�RU�SKRQRORJLFDO�FKDQJH��ZKHUHDV�IRU�RWKHU�VFKRODUV�WKLV�FODLP�PLJKW�PDNH�QR�VHQVH�

$�IXUWKHU�NH\�SRLQW�IRU�RXU�SXUSRVHV�LV�WKDW�WKHUH�LV�YDVWO\�PRUH�WR�XQGHUVWDQGLQJ�VRXQG�FKDQJH�
WKDQ�MXVW�WKH�LVVXHV�FRQFHUQLQJ�SKRQHWLF�DQG�SKRQRORJLFDO�VWUXFWXUH�WKDW�WKLV�VHFWLRQ�KDV�IRFXVHG�
RQ�WKXV�IDU��0XFK�GLVFXVVLRQ�RI�VRXQG�FKDQJH�LQVWHDG�IRFXVHV�RQ�WKH�social�DVSHFW�RI�FKDQJH��
:KHWKHU�RU�QRW�D�OLQJXLVW�UHVWULFWV�KHU�GH˚QLWLRQ�RI�¶VRXQG�FKDQJH·�WR�RQO\�QHRJUDPPDULDQ�OLNH�
FKDQJHV��D�IXOO�XQGHUVWDQGLQJ�RI�FKDQJH�DOVR�GHSHQGV�RQ�DW�OHDVW�VRPH�XQGHUVWDQGLQJ�RI�WKH�
VWUXFWXUHV�RI�VSHHFK�FRPPXQLWLHV�DQG�WKH�UHODWLRQVKLS�EHWZHHQ�LQGLYLGXDO�FRPPXQLW\�PHPEHUV�
DQG�WKRVH�VWUXFWXUHV�

:KLOH� WKH� VLPSOLFLW\� RI� WKH� GLVWLQFWLRQ� FDQ� EH� GLVSXWHG��ZH� DVVXPH� WKDW� LW� LV� QRW� SRVVLEOH� WR�
XQGHUVWDQG�WKH�˚HOG��RU�SRVVLEOH�GLVDJUHHPHQWV�ZLWKLQ�LW��XQOHVV�ZH�UHFRJQL]H�ERWK�DVSHFWV�RI�
FKDQJH��FRQVLGHULQJ�ERWK��L��SKRQHWLF�DQG�SKRQRORJLFDO�VWUXFWXUH�DQG��LL��VRFLDO�DQG�FRPPXQLW\�
VWUXFWXUH�� WKDW� LV�� ZH� QHHG� WR� DGGUHVV� ERWK� WKH� innovation and propagation� RI� FKDQJH�� 7KH�
WHUPLQRORJ\�XVHG�LQ�WKLV�DUHD�LV�QRW�DJUHHG���DQG�DXWKRUV�LQ�WKLV�6SHFLDO�&ROOHFWLRQ�YDU\�LQ�WKLV�
UHVSHFW���IRU�H[DPSOH��initiation LV�VRPHWLPHV�XVHG�DV�D�V\QRQ\P�IRU�innovation �D�VSHDNHU�KHDUHU�
RU�JURXS�PLJKW�innovate�D�FKDQJH�RU�PLJKW�initiate�LW��IRU�H[DPSOH���7R�IXUWKHU�FRPSOLFDWH�WKLQJV��
WKHVH� WZR� WHUPV� DUH� VRPHWLPHV� XVHG� ZLWK� GLˤHUHQW� PHDQLQJV�� ZLWK� ¶DQ� LQQRYDWLRQ·� EHLQJ� D�
VWUXFWXUDO�GLˤHUHQFH��RI�WKH�VRUW�V�!�K��IRU�H[DPSOH��RU�D�!�H��DQG�¶LQLWLDWLRQ·�UHIHUULQJ�WR�WKH�YHU\�
˚UVW�VWDJH�RI�WKH�SURFHVV�ZKLFK�OHDGV�WR�D�FKDQJH�DˤHFWLQJ�WKH�SKRQRORJ\�RI�D�VSHHFK�FRPPXQLW\��

)XUWKHUPRUH�� VRPH� VFKRODUV� WDON� RI� WKH� actuation� RI� FKDQJH� �IROORZLQJ�:HLQUHLFK�� /DERY� 	�
+HU]RJ�������LQ�D�ZD\�ZKLFK�FDQ�RYHUODS��RU�EH�V\QRQ\PRXV��ZLWK�WKLV�ODWWHU�XVDJH�RI�initiation�� 
DOWKRXJK� WKLV�GHSHQGV�� LQ� IDFW�� RQ�HDFK� VFKRODU·V�GH˚QLWLRQ�RI� ¶ODQJXDJH·� ²�GRHV� LW� UHVLGH� LQ�
LQGLYLGXDOV�RU�LQ�FRPPXQLWLHV"��,I�WKH�ODWWHU��DV�:HLQUHLFK��/DERY�	�+HU]RJ�WKHPVHOYHV�DUJXH��
WKHQ�WKLV�GLVFXVVLRQ�KDV�DOUHDG\�YHHUHG�DZD\�IURP�FRQVLGHULQJ�WKLQJV�IURP�D�SXUHO\�VWUXFWXUDO�
SHUVSHFWLYH��EHFDXVH�DFWXDWLRQ�WKHQ�RQO\�RFFXUV�ZKHQ�DQ�LQQRYDWLRQ�EHJLQV�WR�EH�WDNHQ�XS�E\�
D�VSHHFK�FRPPXQLW\��1RQHWKHOHVV��PRVW�RI�WKH�WKLQJV�WKDW�ZH�QHHG�WR�XQGHUVWDQG�LQ�RUGHU�WR�
PDNH�VHQVH�RI�LQQRYDWLRQ�DUH�WKH�NLQGV�RI�WKLQJV�WKDW�SKRQHWLFLDQV�DQG�SKRQRORJLVWV�ZRUN�RQ�
�H�J���DUWLFXODWLRQ��DFRXVWLFV��FRQWUDVW�DQG�SKRQRORJLFDO�VWUXFWXUHV���

Propagation� W\SLFDOO\� UHTXLUHV� XV� WR� FRQVLGHU� WKH� NLQGV� RI� WKLQJV� WKDW� VRFLROLQJXLVWV� DQG�
GLDOHFWRORJLVWV�ZRUN�RQ��H�J���VRFLDO�FKDUDFWHULVWLFV�DQG�JURXSLQJV��LGHQWLWLHV��JHRJUDSKLFDO�DQG�
SV\FKRJHRJUDSKLFDO�VSDFH���+HUH��WRR��WKHUH�LV�WHUPLQRORJLFDO�YDULDWLRQ��6RPH�XVH�spread�DV�D�
V\QRQ\P�IRU�¶SURSDJDWLRQ·��DV�LQ�¶WKH�VSUHDG�RI�DQ�LQQRYDWLRQ·����ZKLOH�RWKHUV�XVH�GLˤXVLRQ�LQ�WKLV�
ZD\��7KLV�ODWWHU�WHUP�LV�HVSHFLDOO\�FRPSOH[��EHFDXVH�LW�FDQ�EH�XVHG�LQ�WKH�ZD\�MXVW�PHQWLRQHG��RU�
WR�PHDQ�OH[LFDO�GLˤXVLRQ��LQ�ZKLFK�DQ�LQQRYDWLRQ�LV�DVVXPHG�WR�DˤHFW�GLˤHUHQW�ZRUGV�DW�GLˤHUHQW�
WLPHV��DV�LQ�%\EHH�����D��E���RU�WR�FRQWUDVW�ZLWK�transmission��DV�LQ�/DERY��������,Q�/DERYLDQ�
XVDJH�GLˤXVLRQ�UHIHUV�WR�WKH�DFTXLVLWLRQ�RI�OLQJXLVWLF�VWUXFWXUHV�WKURXJK�FRQWDFW��SULQFLSDOO\�E\�
DGXOWV�LQ�FRQWDFW�ZLWK�RWKHU�DGXOWV��LQFOXGLQJ�LPSHUIHFW�DFTXLVLWLRQ��ZKLFK�FDQ�OHDG�WR�FKDQJH�
�ZKLOH� transmission� UHIHUV� WR� WKH� DFTXLVLWLRQ� RI� OLQJXLVWLF� VWUXFWXUHV� E\� FKLOGUHQ� LQ� XQEURNHQ�
QDWLYH�ODQJXDJH�GHVFHQW��ZKLFK�FDQ�DOVR�OHDG�WR�FKDQJH�WKURXJK�LPSHUIHFW�DFTXLVLWLRQ��

7HUPLQRORJLFDO�LVVXHV�OLNH�WKHVH�PD\�VHHP�XQLPSRUWDQW��EXW�LW�LV�FUXFLDO�WR�EHDU�WKHP�LQ�PLQG�
ZKHQ�LQWHUSUHWLQJ�ZKDW�DXWKRUV�ZULWH��DQG�²�WR�EULQJ�WKLQJV�EDFN�WR�WKH�WRSLF�RI�WKLV�6SHFLDO�
&ROOHFWLRQ�²�ZKHQ�LQWHUSUHWLQJ�ZKLFK�DVSHFW�RI�FKDQJH�WKH\�DUH�IRFXVLQJ�RQ��,W�FRXOG�LQ�SULQFLSOH�

� 6HH�-DQGD�	�-RVHSK���������ZKR�LOOXVWUDWH�WKH�WHUPLQRORJLFDO�YDULDWLRQ�E\�WDONLQJ�RI�WKH�´LQFHSWLRQ�RQVHW�
SRLQW�RI�RULJLQ�RI�D�FKDQJHµ�DV�DOWHUQDWLYHV�IRU�innovation�DQG�RI�´VSUHDG�GLIIXVLRQµ�IRU�ZKDW�ZH�KDYH�KHUH�FDOOHG�
propagation��&URIW��������LV�RQH�DXWKRU�ZKR�H[SOLFLWO\�DUJXHV�IRU�WKH�XVH�RI�WKH�WHUPV�innovation and propagation��DQG�
IRU�WKH�LPSRUWDQFH�RI�WKLQNLQJ�FDUHIXOO\�DERXW�WKH�GLVWLQFWLRQ���$V�D�IXUWKHU�H[DPSOH�RI�WKH�UDQJH�RI�WHUPLQRORJ\�
LQ�XVH�LQ�WKLV�ZKROH�DUHD��ZH�FDQ�QRWH�WKDW�WKH�GLVWLQFWLRQ�WKDW�ZH�KDYH�PDGH�EHWZHHQ�¶SKRQHWLF�DQG�SKRQRORJLFDO�
VWUXFWXUH·�DQG�¶WKH�VRFLDO�DVSHFW�RI�FKDQJH·�LV�UHPLQLVFHQW�RI�WKH�YDULDWLRQLVW�SUDFWLFH�RI�VLPXOWDQHRXVO\�PRGHOOLQJ�
¶LQWHUQDO·� DQG� ¶H[WHUQDO·� FRQVWUDLQWV� �H�J��� /DERY� ������ ������ DQG� RI� WKH� GLVWLQFWLRQ� EHWZHHQ� ¶HQGRJHQRXV·� DQG�
¶H[RJHQRXV·�RULJLQV�RI�IHDWXUHV�PDGH�LQ�KLVWRULFDO�OLQJXLVWLFV��H�J���/DVV�������

� 'ஐబല�	�0ಧబഌబౖ�DUH�H[SOLFLW�LQ�GLVWLQJXLVKLQJ�EHWZHHQ�initiation and actuation�LQ�WKHLU�FRQFHSWLRQ��XQOLNH��IRU�
H[DPSOH��+DQVVRQ���������ZKR�WDONV�RI�WKH�´LQLWLDWLRQ��DFWXDWLRQ��SKDVH�RI�VRXQG�FKDQJHµ��DV�6WHYHQV�	�+DUULQJWRQ�
�����QRWH��

� 7KLV� LV� D� PDVVLYH� FRQFHSWXDO� GLVDJUHHPHQW� �IRU� H[DPSOH� EHWZHHQ� WKRVH� ZKR� DGRSW� D� &KRPVN\�LQIOXHQFHG�
JHQHUDWLYH�SHUVSHFWLYH�DQG�WKRVH�ZKR�DGRSW�D�/DERY�LQIOXHQFHG�VRFLROLQJXLVWLF�SHUVSHFWLYH��ZKLFK�KDV�FRQVLGHUDEOH�
LPSOLFDWLRQV�IRU�KRZ�ZH�FRQFHLYH�RI�RXU�WRSLF��VHH�DOVR�IRRWQRWH����DQG�6HFWLRQ����

� 6ഝൕಌഌ��+ଈబಌ௬ഝಧಌ�	�6ఇబ౯·V�DUWLFOH�LQ�WKLV�FROOHFWLRQ�UHIHUV�WR�´WKH�RULJLQ�DQG�VSUHDG�RI�VRXQG�FKDQJHµ��
DOVR�LOOXVWUDWLQJ�WKH�XVH�RI�origin�DV�DQRWKHU�SRVVLEOH�V\QRQ\P�IRU�innovation��



	
	
	
Does	language	reside	in	individuals	or	communities...?	
	

• did	I	say	that	we	need	to	consider	the	‘easy’	question:	what	is	language?	
	
Hale	(2007)	is	representing	the	position	that	‘language’	is	‘I-language’.	
	
Milroy	(1992)	is	representing	the	same	position	as	Weinrich,	Labov	&	Hertzog.	
	
NB:	‘linguistic	change’	means	different	things	in	different	traditions.		
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GLˤHUHQFHV�PLJKW�KDYH�QR� HˤHFW� LQ� VRXQG� FKDQJH�EXW�PLJKW�KDYH� DQ� HˤHFW� LQ� RWKHU� W\SHV� RI�
SKRQHWLF�RU�SKRQRORJLFDO�FKDQJH��ZKHUHDV�IRU�RWKHU�VFKRODUV�WKLV�FODLP�PLJKW�PDNH�QR�VHQVH�

$�IXUWKHU�NH\�SRLQW�IRU�RXU�SXUSRVHV�LV�WKDW�WKHUH�LV�YDVWO\�PRUH�WR�XQGHUVWDQGLQJ�VRXQG�FKDQJH�
WKDQ�MXVW�WKH�LVVXHV�FRQFHUQLQJ�SKRQHWLF�DQG�SKRQRORJLFDO�VWUXFWXUH�WKDW�WKLV�VHFWLRQ�KDV�IRFXVHG�
RQ�WKXV�IDU��0XFK�GLVFXVVLRQ�RI�VRXQG�FKDQJH�LQVWHDG�IRFXVHV�RQ�WKH�social�DVSHFW�RI�FKDQJH��
:KHWKHU�RU�QRW�D�OLQJXLVW�UHVWULFWV�KHU�GH˚QLWLRQ�RI�¶VRXQG�FKDQJH·�WR�RQO\�QHRJUDPPDULDQ�OLNH�
FKDQJHV��D�IXOO�XQGHUVWDQGLQJ�RI�FKDQJH�DOVR�GHSHQGV�RQ�DW�OHDVW�VRPH�XQGHUVWDQGLQJ�RI�WKH�
VWUXFWXUHV�RI�VSHHFK�FRPPXQLWLHV�DQG�WKH�UHODWLRQVKLS�EHWZHHQ�LQGLYLGXDO�FRPPXQLW\�PHPEHUV�
DQG�WKRVH�VWUXFWXUHV�

:KLOH� WKH� VLPSOLFLW\� RI� WKH� GLVWLQFWLRQ� FDQ� EH� GLVSXWHG��ZH� DVVXPH� WKDW� LW� LV� QRW� SRVVLEOH� WR�
XQGHUVWDQG�WKH�˚HOG��RU�SRVVLEOH�GLVDJUHHPHQWV�ZLWKLQ�LW��XQOHVV�ZH�UHFRJQL]H�ERWK�DVSHFWV�RI�
FKDQJH��FRQVLGHULQJ�ERWK��L��SKRQHWLF�DQG�SKRQRORJLFDO�VWUXFWXUH�DQG��LL��VRFLDO�DQG�FRPPXQLW\�
VWUXFWXUH�� WKDW� LV�� ZH� QHHG� WR� DGGUHVV� ERWK� WKH� innovation and propagation� RI� FKDQJH�� 7KH�
WHUPLQRORJ\�XVHG�LQ�WKLV�DUHD�LV�QRW�DJUHHG���DQG�DXWKRUV�LQ�WKLV�6SHFLDO�&ROOHFWLRQ�YDU\�LQ�WKLV�
UHVSHFW���IRU�H[DPSOH��initiation LV�VRPHWLPHV�XVHG�DV�D�V\QRQ\P�IRU�innovation �D�VSHDNHU�KHDUHU�
RU�JURXS�PLJKW�innovate�D�FKDQJH�RU�PLJKW�initiate�LW��IRU�H[DPSOH���7R�IXUWKHU�FRPSOLFDWH�WKLQJV��
WKHVH� WZR� WHUPV� DUH� VRPHWLPHV� XVHG� ZLWK� GLˤHUHQW� PHDQLQJV�� ZLWK� ¶DQ� LQQRYDWLRQ·� EHLQJ� D�
VWUXFWXUDO�GLˤHUHQFH��RI�WKH�VRUW�V�!�K��IRU�H[DPSOH��RU�D�!�H��DQG�¶LQLWLDWLRQ·�UHIHUULQJ�WR�WKH�YHU\�
˚UVW�VWDJH�RI�WKH�SURFHVV�ZKLFK�OHDGV�WR�D�FKDQJH�DˤHFWLQJ�WKH�SKRQRORJ\�RI�D�VSHHFK�FRPPXQLW\��

)XUWKHUPRUH�� VRPH� VFKRODUV� WDON� RI� WKH� actuation� RI� FKDQJH� �IROORZLQJ�:HLQUHLFK�� /DERY� 	�
+HU]RJ�������LQ�D�ZD\�ZKLFK�FDQ�RYHUODS��RU�EH�V\QRQ\PRXV��ZLWK�WKLV�ODWWHU�XVDJH�RI�initiation�� 
DOWKRXJK� WKLV�GHSHQGV�� LQ� IDFW�� RQ�HDFK� VFKRODU·V�GH˚QLWLRQ�RI� ¶ODQJXDJH·� ²�GRHV� LW� UHVLGH� LQ�
LQGLYLGXDOV�RU�LQ�FRPPXQLWLHV"��,I�WKH�ODWWHU��DV�:HLQUHLFK��/DERY�	�+HU]RJ�WKHPVHOYHV�DUJXH��
WKHQ�WKLV�GLVFXVVLRQ�KDV�DOUHDG\�YHHUHG�DZD\�IURP�FRQVLGHULQJ�WKLQJV�IURP�D�SXUHO\�VWUXFWXUDO�
SHUVSHFWLYH��EHFDXVH�DFWXDWLRQ�WKHQ�RQO\�RFFXUV�ZKHQ�DQ�LQQRYDWLRQ�EHJLQV�WR�EH�WDNHQ�XS�E\�
D�VSHHFK�FRPPXQLW\��1RQHWKHOHVV��PRVW�RI�WKH�WKLQJV�WKDW�ZH�QHHG�WR�XQGHUVWDQG�LQ�RUGHU�WR�
PDNH�VHQVH�RI�LQQRYDWLRQ�DUH�WKH�NLQGV�RI�WKLQJV�WKDW�SKRQHWLFLDQV�DQG�SKRQRORJLVWV�ZRUN�RQ�
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Everything	clear?	
	

• terminological	disagreements	sometimes	correlate	with	conceptual	disagreements	
and	sometimes	don’t	

	

• we	will	largely	need	to	focus	on	innovation	(on	‘innovations’?)		
=	that	diachronic	difference	which	occurs	at	the	initiation/actuation	of	change	
=	the	difference	that	needs	to	propagate/spread/diffuse	through	a	speech	community	
in	order	to	become	a	diachronic	event	in	the	history	of	a	language/dialect	

• so,	when	we	talk	of	the	locus	of	linguistic	change,	do	we	mean	the	locus	of	linguistic	
innovation?	
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SKRQHWLF�RU�SKRQRORJLFDO�FKDQJH��ZKHUHDV�IRU�RWKHU�VFKRODUV�WKLV�FODLP�PLJKW�PDNH�QR�VHQVH�
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Ok.	So...	what	is	acquistionism?	
	
Honeybone	&	Salmons	(2015),	in	describing	a	number	of	chapters	in	the	Oxford	
Handbook	of	Historical	Phonology	say...	
	

	
	
Kiparsky	(1965)	expresses	an	acquisitionist	perspective:	
	

	
	

8   Patrick Honeybone and Joseph Salmons

of as a derivational entity best modelled using phonological rules, as Dresher does, or 
as a constraint-based (Optimality Theoretic) grammar which might be monostratal, 
eschewing any derivation, as Holt and Uffmann consider, or multistratal, retaining 
some derivationality, as Kiparsky argues (Bermúdez-Otero also argues for a stratal 
model of phonology). Some formal models place considerable weight on the representa-
tions employed, as explored by Purnell & Raimy at the subsegmental level, and Lahiri 
at the suprasegmental level. Scheer considers both segmental and suprasegmental pho-
nology (that is, everything below and everything above the skeleton), arguing that only 
the former allows ‘unnatural’ generalizations. Donegan & Nathan argue that phonol-
ogy has a natural part (driven by ‘processes’) and an unnatural part (driven by ‘rules’). On 
the more functionalist, reductionist side, Blevins argues that change itself can account 
for much (if not all) of what we recognize in synchronic grammars as recurrent phono-
logical patterns, meaning that little or no autonomous phonology is necessary, because 
explanations for these patterns and their distributions are external to the grammar itself. 
Several other chapters are sympathetic to the exemplar and/or functionalist approach, 
including Mailhammer, Restle, & Vennemann, Murray, Phillips, and Wedel.

Apart from the above fundamental issues, we could ask many other questions of his-
torical phonologists, and many are addressed in the volume. We consider just two more 
here, on both of which there is considerable disagreement.

1.5 Where Does Change Occur?

There has long been serious debate over the locus of phonological change—speakers 
or listeners? children or adults? In some sense, these two subquestions can be seen as 
linked: children are listeners in acquisition, and adults are (some of the) speakers. The 
two are separable, too, however. The first subquestion is relatable to the question of 
what motivates phonological change?, as discussed above. If change is largely driven by 
acoustics, then we would expect it to mainly occur in the listener, and if articulation 
drives change, then the speaker has a bigger role. The second subquestion is also hotly 
contested: Hale, Kissock, & Reiss assume that all change is inter-generational, due 
to reanalysis (or simply ‘analysis’) by children deriving a grammar which is different 
from that of a previous generation, adopting a position that we might call ‘acquisition-
ism’—(essentially) all change occurs in acquisition. Dresher and Lahiri also argue 
that at least some change must happen in acquisition. Foulkes & Vihman, however, 
argue that what happens in first language acquisition is not like what we see in pho-
nological change, and are thus ‘anti-acquistionist’ in their argumentation, doubting 
the role of acquisition in change. Bowie & Yaeger-Dror consider the evidence for 
‘lifespan change’ which implies that at least some types of change are possible within 
adults. Jones and Yu discuss the role of differences between individuals in terms 
of the extent to which they participate in the innovation or propagation of change, 
also in part placing an emphasis on the role of society, something which is central to 
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Similar generalizations are made by Grammont (1902: 61), who concludes:

[t] outes les modifications fonétiques, morfologiques ou sintaxiques qui caractérisent 
la vie des langues apparaissent dans le parler des enfants. [‘[a]ll the phonetic, mor-
phological and syntactic changes that characterize the life of languages are found in 
the speech of children.’]

Grammont discusses changes in French, citing examples of similar patterns in the 
speech of one child. For example, vowel dissimilation in néni for fini [‘finished’] parallels 
historical developments such as Latin finire > Old French fenir [‘to finish’].

While Schleicher and Grammont stop short of imputing direct causality, explicit 
comments on the role of children in effecting change date back at least to Paul (1886a: 34; 
translation from Weinreich et al. 1968: 108). He argues:

the processes of learning language are of supreme importance for the explanation of 
changes … they represent the most important cause of these changes.

Various explanations have been offered for the apparent role of acquisition in change. 
Sweet (1888) and Sully (1896) suggest that change results from imperfect learning. 
Sweet blames this on organic differences in children’s vocal tracts relative to adult 
ones, as well as laziness and carelessness in children’s speech. For morphological 
change, Müller (1890) ascribes the loss of irregular paradigmatic forms to children’s 
natural tendency to simplify. Similarly, Meillet (1951: 74) claims that each child cre-
ates the language anew, also highlighting the role of linguistic exposure in the child’s 
environment:

Pour chaque individu, le langage est … une recréation totale faite sous l’influence du 
milieu qui l’entoure. [‘For every individual, language is … a total recreation effected 
under the influence of the surrounding environment.’]

The lines of reasoning that characterized discussion of acquisition and change in 
those days echo in more recent work. Generative linguists readily adopted the view 
that imperfect learning is a cause of change. For example, following Meillet, Halle 
(1962: 66) hypothesizes that the child ‘constructs his own optimal grammar by induc-
tion from the utterances to which he has been exposed’. The child may arrive at a dif-
ferent grammar from that of adults, since a set of utterances may be generated by more 
than one grammar. Kiparsky (1965: 4) continues this reasoning:

Imperfect learning is due to the fact that the child does not learn a grammar directly 
but must recreate it for himself on the basis of a necessarily limited and fragmentary 
experience with speech. It is in no way surprising that the grammar should change in 
the process of transmission across generations of speakers.
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18

Acquisition and
Learnability

David W. Lightfoot

18.1 Explaining Change through Acquisition
and Learnability

Inwork on syntactic change, one needs good hypotheses for the early stage
of the language under investigation and for the late stage, after the change
has taken place; one needs a good synchronic analysis at both ends of
any changes to be considered. That means that one needs all the ideas
marshalled by synchronic syntacticians. However, there ismore to describ-
ing and explaining changes through time: questions arise that do not
typically impinge on synchronic work, different research strategies are
called for, and certainly there are different research traditions. Under an
approach linking syntactic change to acquisition, work on change casts
light on the idealizations used in synchronic work and is instructive for
synchronic syntacticians, as I aim to make clear in this chapter.

Historical linguists from the very beginnings of the field in the early
nineteenth century have been asking ‘why’ questions ever since they
began discovering the misnamed ‘laws’ of sound change. Grimm’s Law
dealt with changes in the Proto-Indo-European consonantal stop system in
early Germanic but after colleagues like Hermann Grassmann had begun
explaining apparent exceptions to the ‘law’, Jacob Grimm knew that
philologists needed an explanation for why those changes had taken
place and turned toward some bad psychology toward the end of his life
(Grimm 1848; Lightfoot 2006). There was a great deal of discussion about
the explanation of sound changes, usually based on ideas about a universal
directionality to change. People generally agreed that there was
a directionality to change but there was no agreement on what the
directions were. For an account of how historical linguists have sought
explanations over the last two hundred years, see Lightfoot (2013).

Over the last decades an approach has developed that links the explana-
tion of syntactic changes to ideas about language acquisition, learnability

Is	it	only	historical	phonologists...?	
	

No.	Lightfoot	(2017)	writes:	
	
	
	
	
And	Lightfoot	(2010)	writes:	
	
	
	
	
	
	
Kroch	(2001)	is	even	clearer	
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to the set of sentences generated by any grammar
and the approach makes strong predictions about
the ‘learning path,’ the sequence of structures in the
growing internal language. For discussion, see Ref 8.

Under this view of language acquisition, one can
view historical change as taking place when external
language comes to express cues differently, leading to
the growth of new internal languages in children.

The paper is organized as follows: I first outline
some general properties of the human language
capacity (Section ‘The Human Language Capacity’)
and then show what they entail for how we may
understand language acquisition (Section ‘What
Children Learn and What They Don’t Learn’). Section
‘Language Change’ discusses some changes in the
history of English and Section ‘Conclusion’ locates
this approach to language change in the wider context
of complexity science.a

THE HUMAN LANGUAGE CAPACITY
Everybody’s language capacity has general properties
that are not learned but which must somehow be part
of an innate endowment for language. For example,
the human language capacity is represented in the
brain and must be finite, but there is an infinite number
of things one can say and understand. Evidence for
this is that everybody’s language has three recursive
devices that permit sentences to go on indefinitely.

Relativization: This is the cow that kicked the dog
that chased the cat that killed the rat that caught the
mouse that nibbled the cheese that lay in the house
that Jack built.
Complementation: Ray said that Kay said that Jay
thought that Fay said that Gay told me that Clay
reported that there was hay on the way.
Coordination: Ray and Kay went home and Jay
and Fay to the store, while Gay and May and Clay
worked where Shay and Jack were playing, but Zach
and Mack slept.

If sentences may, in principle, go on indefinitely,
then there is an indefinite number of sentences. That
capacity links to something fundamental: virtually
everything we say is novel. It may be quite trivial,
e.g., I think that the Ivory Coast will give Argentina a
tough time tonight in Hamburg, but we say it because
we want to express that thought, not because we heard
somebody else say this some time ago. In that way, the
language capacity is infinitely creative and that makes
humans different from other animals. This is not
learned (no child hears a sentence of indefinite length;
they all end) but it is built into our general human

language capacity, which is fine-tuned differently in
Toronto and Togo.

Another thing that is not learned, which must be
built into the system, is that everybody’s language is
compositional, consisting of units consisting of smaller
units. In an expression I saw a man with curly hair,
the words man with curly hair constitute a unit but the
words man with do not. These units undergo the com-
putational operations of the system, as we shall see.

These are two fundamental properties of
the human language capacity, a capacity that is
remarkably complex, and things are even more
interesting: a person’s language has properties that
she is not aware of and for which there was no
evidence in her childhood experience. This reveals
details of the genetic component of language through
what is called poverty-of-stimulus arguments.9,10 The
central question is how we may come to have such
a complex capacity when the stimulus, the specific
language we hear in our environment, contains so
little evidence of the nature of the system. The
general answer within the generative framework is
that humans must be genetically endowed with UG,
which encompasses the fundamental properties of
the capacity. Furthermore, as children we must be
sensitive to certain aspects of the input to be able
to acquire language-specific properties of the mature
system. The nature of the human language capacity
is linked inextricably with the way it is acquired, and
that, in turn, links with the way that it changes over
time, as we shall see.

WHAT CHILDREN LEARN AND WHAT
THEY DON’T LEARN
People may say Kim is taller or Kim’s taller, with
is reduced. One can think of this as an operation is
⇒’s. Children hear both the full and reduced forms
and can learn the operation on exposure to external
data. However, the poverty-of-stimulus problem is
that the operation sometimes may not apply: in (1) the
underlined is never reduces.

1. Kim’s taller than Jim is.

The stimulus that children have does not convey
this kind of information, usually referred to as negative
evidence, data about what does not occur. Children
hear things but they are not instructed in what does not
occur, and therefore they do not learn the limitation.
Helicopter parents may try to correct the occasional
goed or taked, but they do not tell children that a
reduced is does not occur in (1). That is partly because

678 © 2010 John Wiley & Sons, L td. Volume 1, September/October 2010
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22 Syntactic Change

ANTHONY S. KROCH

0 Introduction

Over historical time languages change at every level of structure: vocabulary,
phonology, morphology and syntax. How and why such change occurs are
the key questions addressed by the discipline of historical linguistics. From the
perspective of modern generative grammar, language change is narrowly con-
strained by the requirement that all languages conform to the specifications of
the human language faculty; but the fact of language change, like the brute
fact of the structural diversity of the world’s languages, marks a limit to the
biological specification of language. Just how wide a range of variation bio-
logy allows is perhaps the major open question of theoretical linguistics; but
whatever that range may be, it is the field on which historical developments
play themselves out. The necessity for a richly specified Universal Grammar
(UG) follows from the logical problem of language acquisition, so that the syn-
chronic linguist considers as candidate analyses only learnable ones couched
in theories that specify clearly what is to be learned and what is built in. The
modern study of syntactic change, the topic of this chapter,1 is also often
couched in terms of learning; but, as we will see, the study of diachrony adds
complexities of its own.

Language change is by definition a failure in the transmission across time
of linguistic features. Such failures, in principle, could occur within groups of
adult native speakers of language, who for some reason substitute one feature
for another in their usage, as happens when new words are coined and substi-
tuted for old ones; but in the case of syntactic and other grammatical features,
such innovation by monolingual adults is largely unattested. Instead, failures
of transmission seem to occur in the course of language acquisition; that is,
they are failures of learning. Since, in an instance of syntactic change, the
feature that learners fail to acquire is learnable in principle, having been part
of the grammar of the language in the immediate past, the cause of the failure
must lie either in some change, perhaps subtle, in the character of the evidence

The Handbook of Contemporary Syntactic Theory, edited by Mark Baltin, and Chris Collins, John Wiley & Sons, Incorporated, 1991.
         ProQuest Ebook Central, http://ebookcentral.proquest.com/lib/ed/detail.action?docID=351553.
Created from ed on 2025-04-10 15:45:43.
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van	Kemenade	(2007)	agrees:	
	

	
	
	
Is	acquisitionism	a	new	idea...?	
	
No.	Paul	(1886),	as	interpreted	by	Weinreich,	Labov	&	Herzog	(1968),	said:	
	

	
	
Grammont	(1902)	said:	
	

	
	
	

158 Ans van Kemenade

1.1 Reanalysis: The key mechanism

Ever since Lightfoot (1979), the generative approach to syntactic change has con-
sidered that the key mechanism of change is reanalysis, essentially the language 
learner’s attribution of a novel underlying analysis to the same surface form. Typi-
cal examples recurring in the literature over the years are a reanalysis from verb 
to auxiliary; from underlying OV to VO word order; the loss of verb movement 
strategies. At the heart of the approach is the attempt to make sense of such re-
analyses as shifts in the balance between inflectional morphology and syntax, 
from the point of view of a theoretical framework that makes tight claims about 
how this relationship should be formulated in structural terms. The development 
of historical work in this vein has therefore closely followed various incarnations 
of minimalist theorizing, spearheaded in particular by the work of Ian Roberts 
and various associates, and counterbalanced by extensive theoretically informed 
corpus-based work. It is worth emphasizing, however, that in spite of considerable 
reformulations in the course of these various incarnations, the underlying claims 
remain essentially about morpho-syntactic variation between languages, follow-
ing the insight formulated by Borer (1984) that parametric variation between lan-
guages is essentially morphological in nature, i.e. it is in the functional rather than 
the lexical domain.

2. Evolving views on the relation between morphology and syntax

The above approach to morpho-syntactic change has developed with increasing 
emphasis since the introduction of grammatical constituents or functional pro-
jections, evidently because the concept of a syntactic projection for grammati-
cal/inflectional properties potentially represents a powerful tool in analysing the 
relationship between inflectional morphology and syntax.

Since Chomsky (1986) replaced the sentential structure in terms of S/S’ by one 
in terms of CP/IP both conforming to the standard phrase structure format, these 
two projections have come to be split ever further. Thus CP, essentially the clausal 
domain in which clause type is encoded, has since Rizzi (1997) become split mini-
mally into wh, focus, topic and finiteness (and see Vangsnes (2005) and Wester-
gaard (in press) for further elaborations). IP, essentially the extended projection of 
the verb, has come to be split minimally into Agreement, Mood, Negation, Tense, 
and see Cinque (1999) for a considerable elaboration accounting for adverb order. 
The rationale is that each such projection hosts relevant morphology, e.g. tense 
and agreement, and a finite verb must somehow be associated with such gram-
matical features.

290   Paul Foulkes and Marilyn Vihman

Similar generalizations are made by Grammont (1902: 61), who concludes:

[t] outes les modifications fonétiques, morfologiques ou sintaxiques qui caractérisent 
la vie des langues apparaissent dans le parler des enfants. [‘[a]ll the phonetic, mor-
phological and syntactic changes that characterize the life of languages are found in 
the speech of children.’]

Grammont discusses changes in French, citing examples of similar patterns in the 
speech of one child. For example, vowel dissimilation in néni for fini [‘finished’] parallels 
historical developments such as Latin finire > Old French fenir [‘to finish’].

While Schleicher and Grammont stop short of imputing direct causality, explicit 
comments on the role of children in effecting change date back at least to Paul (1886a: 34; 
translation from Weinreich et al. 1968: 108). He argues:

the processes of learning language are of supreme importance for the explanation of 
changes … they represent the most important cause of these changes.

Various explanations have been offered for the apparent role of acquisition in change. 
Sweet (1888) and Sully (1896) suggest that change results from imperfect learning. 
Sweet blames this on organic differences in children’s vocal tracts relative to adult 
ones, as well as laziness and carelessness in children’s speech. For morphological 
change, Müller (1890) ascribes the loss of irregular paradigmatic forms to children’s 
natural tendency to simplify. Similarly, Meillet (1951: 74) claims that each child cre-
ates the language anew, also highlighting the role of linguistic exposure in the child’s 
environment:

Pour chaque individu, le langage est … une recréation totale faite sous l’influence du 
milieu qui l’entoure. [‘For every individual, language is … a total recreation effected 
under the influence of the surrounding environment.’]

The lines of reasoning that characterized discussion of acquisition and change in 
those days echo in more recent work. Generative linguists readily adopted the view 
that imperfect learning is a cause of change. For example, following Meillet, Halle 
(1962: 66) hypothesizes that the child ‘constructs his own optimal grammar by induc-
tion from the utterances to which he has been exposed’. The child may arrive at a dif-
ferent grammar from that of adults, since a set of utterances may be generated by more 
than one grammar. Kiparsky (1965: 4) continues this reasoning:

Imperfect learning is due to the fact that the child does not learn a grammar directly 
but must recreate it for himself on the basis of a necessarily limited and fragmentary 
experience with speech. It is in no way surprising that the grammar should change in 
the process of transmission across generations of speakers.
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If	that	is	acquisitionism,	what	is	acquisition?	
	
White	(2003)	explains	a	generative	take	on	language	acquisition:	
	

	
	
The	basic	picture	is	uncontroversial	when	reduced	to	the	minimum:	
	

S0	+	PLD	=	SS				
	
The	make-up	of	S0	is	controversial,	however	–	and	how	about	the	status	of	SS?	
	 	

S0	+	PLD	=	SS								
	

2 1 Universal Grammar and language acquisition

that interlanguage grammars differ in various ways from the grammars of native
speakers, and some of these differences will be explored.

1.2 Universal Grammar in L1 acquisition

A major task for the first language (L1) acquirer is to arrive at a linguistic
system which accounts for the input, allowing the child to build linguistic repre-
sentations and to understand and produce language. UG is proposed as part of an
innate biologically endowed language faculty (e.g. Chomsky 1965, 1981b; Pinker
1984, 1994), which permits the L1 acquirer to arrive at a grammar on the basis of
linguistic experience (exposure to input). UG provides a genetic blueprint, deter-
mining in advance what grammars can (and cannot) be like. In the first place, UG
places requirements on the form of grammars, providing an inventory of possible
grammatical categories and features in the broadest sense, i.e. syntactic, mor-
phological, phonological and semantic. In addition, it constrains the functioning
of grammars, by determining the nature of the computational system, including
the kinds of operation that can take place, as well as principles that grammars
are subject to. UG includes invariant principles, that is, principles that are gener-
ally true across languages, as well as parameters which allow for variation from
language to language.

Throughout this book it will be presupposed that UG constrains L1 acquisition,
as well as adult native-speaker knowledge of language. That is, grammars of chil-
dren and adults conform to the principles and parameters of UG. The child acquires
linguistic competence in the L1. Properties of the language are mentally repre-
sented by means of an unconscious, internalized linguistic system (a grammar).
As Chomsky (1980: 48) puts it, there is : ‘a certain mental structure consisting of
a system of rules and principles that generate and relate mental representations of
various types’.1

UG constitutes the child’s initial state (S0), the knowledge that the child is
equipped with in advance of input. The primary linguistic data (PLD) are critical
in helping the child to determine the precise form that the grammar must take. As
the child takes account of the input, a language-specific lexicon is built up, and
parameters of UG are set to values appropriate for the language in question. The
grammar (G) may be restructured over the course of time, as the child becomes
responsive to different properties of the input. In due course, the child arrives at
a steady state grammar for the mother tongue (SS). This model of acquisition is
schematized in figure 1.1.

As linguistic theories such as Government–Binding (Chomsky 1981a), Mini-
malism (Chomsky 1995) or Optimality Theory (Archangeli and Langendoen 1997)
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Where	is	the	locus	of	change	in	acquisitionism?	
	
The	S0	+	PLD	=	SS	equation	is	overly	simplistic	–	White’s	(2003)	own	picture	is	this:	
	

		
	
This	represents	‘perfect’	First	Language	Acquisition	(FLA)	
• what	does	imperfect	transmission	look	like?	
• one	way	of	understanding	it	is	to	say	that	one	of	the	non-final	grammars	‘sticks’	
• is	this	the	locus	of	linguistic	change/innovation?	
	

1.3 Why UG? 3

(UG)PLD

G1 G2 Gn

So

Ss

Figure 1.1 Model of L1 acquisition

have developed, there have been changes in how universal principles and param-
eters have been formalized, in other words, changes in what UG is assumed to
consist of. For example, the numerous and very specific principles of the early
days of generative theory, such as many of the original Island Constraints (Ross
1967), have been replaced with more general, invariant economy principles (e.g.
Chomsky 1991), as well as computational operations, such as Move and Merge
(see Marantz 1995). Parameters have gradually become more constrained, now
being largely associated with the lexicon: properties of items that enter into a com-
putation, for example, may vary in feature composition and feature strength, with
associated syntactic consequences.

Such ongoing changes in the definition of UG are a reflection of development and
growth within linguistic theory. Nevertheless, regardless of how UG is formalized,
there remains a consensus (within the generative linguistic perspective) that certain
properties of language are too abstract, subtle and complex to be acquired without
assuming some innate and specifically linguistic constraints on grammars and
grammar acquisition. Furthermore, there is fairly widespread agreement as to what
these problematic phenomena are. This issue will be considered in more detail in
the next section.

1.3 Why UG? The logical problem of language acquisition

The arguments for some sort of biological basis to L1 acquisition are well-
known (e.g. Aitchison 1976; Chomsky 1959, 1965, 1981b, 1986b; O’Grady 1997;
Pinker 1994): the language capacity is species specific; ability to acquire language
is independent of intelligence; the pattern of acquisition is relatively uniform across
different children, different languages and different cultures; language is acquired
with relative ease and rapidity and without the benefit of instruction; children
show creativity which goes beyond the input that they are exposed to. All of these
observations point to an innate component to language acquisition. However, it
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Where	is	the	locus	of	change	in	acquisitionism?	
	
There	is	more	to	understanding	diachrony	than	this,	though	
• let’s	return	to	the	simplistic	FLA	equation	for	a	moment	
• where	does	the	PLD	come	from?	
• the	PLD	for	one	generation	is	utterances	formed	on	the	basis	of	a	previous	
generation’s	‘SS’	(=grammar)		

	
	S0	+	PLD	=	SS		

	
					 							S0	+	PLD	=	SS			
	
This	is	no	radical	insight	–	it	is	the	same	as	Battye	&	Roberts	(1995)	well-known	diagram:	
• SS	=	‘grammar’	=	‘I-language’	
• PLD	=	E-language		
	

	

process can be stated in the familiar distinction between E- and I-
languages (Chomsky 1986) (see Fig. 5.1).

There is another crucial factor in language change: the external
linguistic evidence available to our ancestors when they were
language learners themselves. It determined the languages they
acquired, and the linguistic evidence they provided for later
generations. The process in Fig. 5.1 extrapolated over time speci-
fies the dynamics of a formal model of language change.

These considerations suggest that a model of language acquisi-
tion must be an integral part of a model of language change.
When one gives descriptions of a certain historical change—for
example, the change of a parameter from one value to another—
one must give an account, from a language-learning perspective,
of how that change took place. Hence, the empirical conditions
imposed on an acquisition model, outlined in Chapter 1, must
apply to a language change model with equal force. Of these, two
aspects deserve particular attention.

First, the model must in principle be able to make quantitative
predictions about the direction of language change at time t + 1
and beyond, when presented with the composition of linguistic
data time t. For example, one would like to make claims that when
such and such patterns are found in certain distributions, linguis-
tic change is bound to occur.

Second, one must follow the condition of explanatory continu-
ity in studying language change. It is common to find in the liter-
ature appeals to social, political, and cultural factors to explain
language change. However, this approach is not complete unless
one develops a formal, quantitative, developmentally compatible,

126 Language Change

Parents’ I-language Parents’ E-language

Children’s I-language Children’s E-language

FI G U R E 5.1. The dynamics of language acquisition and language change



More	diagrams/equations	to	locate	the	locus	of	change	
	
One	more	equation	will	help	us	consider	our	main	question:	
• FLA	involves	a	language	transmission	chain	along	the	following	lines	
• SS	=	G	(‘grammar’)	=	‘I-language’	
• the	locus	of	linguistic	change	(of	innovations	in	I-language)	is	circled	
	
			 G1		®		PLD			Þ			FLA			®			G2	

	
On	this	basis,	all	change	can	be	seen	as	reanalysis	on	the	part	of	a	new	generation	
• although,	really,	it’s	not	reanalysis	
• Andersen	(2001,	231)	summarises	the	problem	with	using	‘reanalysis’	for	
something	that	language	learners	do	

 

  
 

	

[...]	
[...]	

Why	would	neanalysis	occur?	
	

Why	would	there	ever	be	‘neanalysis’?	
	

			 G1		®		PLD			Þ			FLA			®			G2	
	
The	typical	answer	is	that	it’s	to	do	with	the	PLD	–	possible	in	a	number	of	ways	
(i)	 the	PLD	can	be	inherently	ambiguous	(confusable	–	‘ripe	for	reanalysis’)	
(ii)	 there	can	be	change	in	E-language	(is	this	linguistic	change...?)	due	to	chance,	or	

sociolinguistically-driven	increase	in	ambiguous	constructions	
	
(i)	is	often	proposed	in	‘listener-based’	approaches	to	phonological	change	
• Garrett	(2011)	sets	this	out	thus:	

	

	

	
	
(ii)	is	often	proposed		
in	syntactic	work,	as	
in	Lightfoot	(2007)	
	

Ohala (1981, 1993) Blevins (2004, 2006a, 2008)

label: Hypocorrection label: ‘choice’
examples: umlaut; many other assimilations examples: vowel reduction and syncope; vowel shifts;

stop debuccalization; final devoicing; umlaut; etc.

label: Hypercorrection label: ‘chance’
example: dissimilation examples: dissimilation; metathesis

label: Confusion of acoustically similar sounds label: ‘change’
examples: [T] > [f]; [gi] > [di] examples: [T] > [f]; [anpa] > [ampa]; [akta] > [atta]

Table 2: Two recent listener-based typologies of sound change

cal’ (i.e., articulatory) causes while dissimilation and metathesis are ‘psychological’ in origin. It was
Paul (1880, 1920) who suggested specifically that the first type originates in articulatory reduction,
speculating as well that the second may have its basis in speech errors. Crucially, in any case, the
neogrammarians and Bloomfield (1933) held that the major type of sound change was phonetically
gradual, imperceptible while underway, and regular.3 This theory was couched by Paul (1880, 1920)
in a surprisingly modern exemplar-based view of phonological knowledge (see §6 below).

More recently, a similar two-way scheme has been defended by Kiparsky (1995). He writes that
the first sound change type originates as speech variation with articulatory causes; certain variants
are then selected by linguistic systems, subject to further (linguistic) constraints.4 The residual type
consists of changes that originate as perceptually-based reintepretations, possibly in the course of
language acquisition.

The role of the listener was already crucial for Paul (1880, 1920), according to whom the major
type of sound change occurs when articulatory processes create variants that are heard by listeners,
stored in exemplar memory, and in turn give rise to new, slightly altered articulatory targets. But in
emphasizing the articulatory basis of sound change, neither the neogrammarians nor their successors
explored the possible details of listener-based innovation. In recent decades, two influential accounts
of sound change have done precisely this. These accounts, due to John Ohala and Juliette Blevins,
share comparable three-way typologies. We highlight the similarities between them in Table 2,
though they also have important differences.

For Ohala, most explicitly in a 1993 paper, there are three main mechanisms of sound change.5

The one corresponding most closely to the traditional category of articulatorily grounded change
is what he calls hypocorrection. This is rooted in correction, the normalization that listeners
impose on a signal — for example, factoring out coarticulatory effects to recover a talker’s intention.
In hypocorrection, a listener undercorrects for some coarticulatory effect, assuming that it is phono-
logically intended; this leads to the phonologization of coarticulatory patterns. (One of the most

3Bloomfield (1933) suggests with some uncertainty that articulatory simplification may underlie the major type
of sound change; he expresses no view of the cause(s) of the residual type.

4The role of articulatory reduction in sound change has also been emphasized by other modern linguists (e.g.
Mowrey and Pagliuca 1995, Bybee 2001, 2007), but they have not yet presented an overall account of how various
types of sound change fit together.

5It is hard to select one or even a few of Ohala’s contributions from within his influential and insightful oeuvre in
this area; see linguistics.berkeley.edu/phonlab/users/ohala/index3.html for a full list.
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Ohala (1981, 1993) Blevins (2004, 2006a, 2008)

label: Hypocorrection label: ‘choice’
examples: umlaut; many other assimilations examples: vowel reduction and syncope; vowel shifts;

stop debuccalization; final devoicing; umlaut; etc.

label: Hypercorrection label: ‘chance’
example: dissimilation examples: dissimilation; metathesis

label: Confusion of acoustically similar sounds label: ‘change’
examples: [T] > [f]; [gi] > [di] examples: [T] > [f]; [anpa] > [ampa]; [akta] > [atta]

Table 2: Two recent listener-based typologies of sound change

cal’ (i.e., articulatory) causes while dissimilation and metathesis are ‘psychological’ in origin. It was
Paul (1880, 1920) who suggested specifically that the first type originates in articulatory reduction,
speculating as well that the second may have its basis in speech errors. Crucially, in any case, the
neogrammarians and Bloomfield (1933) held that the major type of sound change was phonetically
gradual, imperceptible while underway, and regular.3 This theory was couched by Paul (1880, 1920)
in a surprisingly modern exemplar-based view of phonological knowledge (see §6 below).

More recently, a similar two-way scheme has been defended by Kiparsky (1995). He writes that
the first sound change type originates as speech variation with articulatory causes; certain variants
are then selected by linguistic systems, subject to further (linguistic) constraints.4 The residual type
consists of changes that originate as perceptually-based reintepretations, possibly in the course of
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impose on a signal — for example, factoring out coarticulatory effects to recover a talker’s intention.
In hypocorrection, a listener undercorrects for some coarticulatory effect, assuming that it is phono-
logically intended; this leads to the phonologization of coarticulatory patterns. (One of the most

3Bloomfield (1933) suggests with some uncertainty that articulatory simplification may underlie the major type
of sound change; he expresses no view of the cause(s) of the residual type.

4The role of articulatory reduction in sound change has also been emphasized by other modern linguists (e.g.
Mowrey and Pagliuca 1995, Bybee 2001, 2007), but they have not yet presented an overall account of how various
types of sound change fit together.

5It is hard to select one or even a few of Ohala’s contributions from within his influential and insightful oeuvre in
this area; see linguistics.berkeley.edu/phonlab/users/ohala/index3.html for a full list.
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principles at the genetic level and simple generalizations that are triggered
in children on exposure to the speech around them.

In short, we have sketched four operations, each learnable by children
on exposure to the relevant sentence type:

that ⇒ 0 Peter said Kay left
copy wh- Who did Jay see?
gap V Jay saw Ray and Jim Kim
is ⇒ ’s Kim’s happy

And we have one simple principle of the human language capacity,
governing how elements are deleted. That principle (4) is the source of
many distinctions. The interaction between intrinsic and learned elements
captures the immense complexity of a person’s language capacity, revealing
distinctions that most people are not aware of.

Technically, we say that children identify structural ‘cues’, such as
C[0], indicating an empty complementizer in sentences such as Peter said
Kay left. Other examples of cues are SpecCP[wh-], indicating a clause-initial
wh-phrase (in the specifier of the clausal phrase), V[e], a gapped verb, or
[NP+’s], indicating a cliticized verb. These cues are abstract pieces of
structure in the child’s I-language and they are expressed by sentences
such as the above. That is, Peter said Kay left, meaning what it means, can
only be analyzed with the C[0] cue in the child’s internalized grammar;
similarly Jay saw Ray and Jim Kim requires an analysis with an empty verbal
position, that is, the V[e] cue.

4. Language Change

This view of the language capacity and its development in children obliges us
to think about change in a certain way, which turns out to illuminate mysteries
about how particular languages have evolved over time. Children acquire
their grammar under the influence of their biology and their environment,
as we have seen. The environment means language out there, the kinds of
things that children hear. Sometimes the environment may shift a little,
yielding new primary data, and then there may be new internal languages.
That is when we have bumpy changes and new I-language systems emerge.

We noted earlier that people’s speech is individual and unique; people
may have slightly different systems and, furthermore, they use their
systems differently. For example, people differ in how they use tag ques-
tions like It is raining, isn’t it? or in how they use the topic constructions
favored by sports commentators: Taylor, he throws the ball down the middle.
People’s use of their system varies, sometimes just randomly and some-
times there are statistical tendencies that can be identified.

Because of varying use, all children have different experiences even in
relatively homogeneous language communities and hear different things
around them with somewhat different frequencies. It is those experiences
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The	locus	of	change	in	acquisitionism,	one	more	time...	
	
We	could	represent	the	locus	of	innovation	on	this	approach	like	this:	
	
	

			 G1		®		PLD			Þ			FLA			®			G2	
	
	

	
 

Acquisitionism	=	linguistic	change	is	only	located	in	First	Language	Acquisition	
• children	mistake	the	output	of	Grammar1	for	the	output	of	Grammar2	
• they	therefore	acquire	Grammar2,	which	may	be	radically	different	from	that	of	
their	care-givers-and-primary-input-givers	

• a	corollary	of	this	is	that	there	is	no	such	thing	as	linguistic	change,	really,	there	is	
only	(the	diachronic	comparison	of)	different	grammars	

	
I	think	it	is	fair	to	say	that	acquisitionism	is	the	default	assumption	in	(generative)	
theoretical	historical	linguistics.	
	

The	locus	of	change	in	acquisitionism,	one	more	time...	
	
We	could	represent	the	locus	of	change	like	this:	
	
	

			 G1		®		PLD			Þ			FLA			®			G2	
	
	
	
 

    inherent ambiguity or  
       G1   +   increase in ‘re-interpretable’ ®      ‘re-analysis’      ®   G2 

 constructions’ occurrence             (by acquirer) 
 
 
acquisitionism: “linguistic change is only located in First Language acquisition” 
children, at the initial S0, mistake the output of Grammar1 for the output of Grammar2 
they therefore acquire Grammar2, which may be radically different from that of their care-givers-and-primary-input-givers 
a corollary of this is that there is no such thing as linguistic change, really, there is only (the diachronic comparison of) different grammars 

	
On	the	basis	of	all	this,	it	is	fair	to	say	that	acquisitionism	is	the	default	assumption	in	
(generative)	theoretical	historical	linguistics	–	the	locus	of	change	is	FLA	

 8 

• the speaker’s implementation of G1 in speech must allow for acoustic sequences which could 
be interpreted as being derived from different underlying forms (G2) 

• the hearer interprets the acoustic sequence that they are presented with as being derived from 
G2 and they therefore adopt G2 

 

(20) Thus for the following change ... 
 

 Pre-Old English (eg, Hogg 1992) 
 k > tS  chin, child, church, cheese [conditioned by the vicinity of |palatality|] 

 

• ... Guion (1998, 20) “Velars before front vowels and palato-alveolars have an acoustic and 
perceptual affinity. A voiceless velar before a high front vowel is similar to a palato-alveolar 
fricative/affricate in terms of peak spectral frequency, and duration of aperiodic noise.”  

• the claim is that there is an inherent perceptual confusability between (e.g.) [ki] and [tSi] 
• [ki] (from underlying /ki/) is heard as [tSi] and analysed as deriving from underlying 

/tSi/ 
 
 

(21) Thus the locus of change is... 
 

G1   +  acoustic confusability   ®     re-analysis     ®   G2 
   of a sequence     (by hearer) 
 
• this is the hearer-bias in historical phonology: change only occurs in the hearer 
 
(22) Although not acknowledged (and Ohala is officially agnostic: Greenlee & Ohala, 1980), this 

approach only really makes sense if it, too, assumes that the re-analysis takes place in FLA; 
this relies on the following argumentation... 

• members of the speech community would hear these confusables since (before) they were born  
• it is implausible to assume that they would suddenly make a reanalysis (that is, a mistake) as an 

adult when they have a steady state with which they can compare what they hear  
• it is implausible that those with a steady-state with which they can compare what they hear 

would change their grammar by mistake 
• [though they might change it if they wanted to, for differentiation from others or to create a group identity] 

• those engaged in FLA, however, lack the grammar against which to check the confusables, and 
are thus those who are open to the type of ‘re-analysis’ (that is, neo-analysis) that is crucial on 
this picture 

 
 
(23) So, the overall picture is that the only possible locus of change is... 

 
  G1   ®   PLD   Þ   FLA   ®   G2 

 
 

 
 

(24) The same position as just sketched out 
for Ohala can be found in much other 
recent work on historical phonology, 
thus Blevins (2006, 126) says... 

 
CHANGE = Ohalaesque 

 

speaker           hearer 

 

Is	acquisitionism	accepted	by	everyone?	
	
No.	Back	at	the	beginning	of	generative	phonology,	Halle	(1962	p64,	67)	wrote	
	

			 	
	

	
	
	
The	‘steady	state’	(SS	=	G	=	I-language)	is	not	steady?	
• can	the	‘SS’	be	a	locus	of	change...?	
	
	 	

S0	+	PLD	=	SS								
	
But	–	wait	–	“the	ends	...	of	the	grammar”?		
• what	does	that	mean?	
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Since ordered rules are all but unknown in present day synchronic 
descriptions, the impression has spread that the imposition of order on 
statements in a synchronic description is always due to an oversight, to 
an unjustifiable confusion of synchronic and diachronic. s I must there-
fore stress that, in the preceding examples, order is determined by the 
simplicity criterion alone and that no historical considerations have 
entered in establishing it. 

7. A complete scientific description of a language must pursue one aim 
above all: to make precise and explicit the ability of a native speaker to 
produce utterances in that language. We can, therefore, enquire how the 
acquisition of this ability is viewed within the framework of a generative 
grammar. It has been suggested by Chomsky that language acquisition by 
a child may best be pictured as a process of constructing the simplest ( opti-
mal) grammar capable of generating the set of utterances, of which the 
utterances heard by the child are a representative sample.9 The ability to 
master a language like a native, which children possess to an extraordinary 
degree, is almost completely lacking in the adult. I propose to explain this 
as being due to deterioration or loss in the adult of the ability to construct 
optimal (simplest) grammars on the basis of a restricted corpus of examples. 
The language of the adult-and hence also the grammar that he has inter-
nalized-need not, however, remain static: it can and does, in fact, change. 
I conjecture that changes in later life are restricted to the addition or elimi-
nation of a few rules in the grammar, and that a wholesale restructuring of 
his grammar is beyond the capabilities of the average adult. 

B Thus, for example, Hockett confesses to being unable to conceive of ordered state-
ments in terms other than historical: " ... if it is said that the English past tense form 
baked is "formed" from bake by a "process" of "suffixation", then no matter what dis-
claimer of historicity is made, it is impossible not to conclude that some kind of priority 
is being assigned to bake as against baked or the suffix. And if this priority is not his-
torical, what is it?" ("Two Models of Linguistic Description," Word X [19541 233.) 
Synchronic ordering was used by both Bloomfield and Sapir and to a certain extent also 
by younger linguists (Joos, op. cit., Voegelin, Swadesh) who later abandoned it, however. 

9 This view of language learning was once almost a commonplace among linguists. I 
have found clear statements to this effect in the writings of linguists as diverse as 
Humboldt, Hermann Paul and Meillet. cr. for example, the following comment made 
by Meillet in 1929: " ... chaque enfant doit acquerir par lui-meme Ia capacite de com-
prendre le parler des gens de son groupe social et de )'employer. La langue ne lui est pas 
livree en bloc, tout d'une piece. II n'entend jamais autre chose que des phrases particu-
lieres, et ce n'est qu'en comparant ces phrases entre elles qu'il arrive a saisir Ie sens des 
paroles qu'il entend eta parler a son tour. Pour chaque individu, Ie Iangage est ainsi une 
recreation totale faite sous l'influence du milieu qui I'entoure." Linguistique historique et 
linguistique genira/e II (Paris, 1952), p. 74. 
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appear when the element is combined with other elements. If one starts with the 
basic forms and applies our statements ... in the order in which we give them, one 
will arrive finally at the forms of words as they are actually spoken. Our basic forms 
are not ancient forms, say of the Proto-Algonquian parent language, and our state-
ments of internal sandhi are not historical but descriptive, and appear in a purely 
descriptive order. However, our basic forms do bear some resemblance to those 
which would be set up for a description of Proto-Aigonquian, some of our state-
ments of alternation ... resemble those which would appear in a description of 
Proto-Aigonquian, and the rest ... , as to content and order, approximate the 
historical development from Proto-Algonquian to present-day Menomini."I3 

9. It has been proposed here that the primary mechanism of phonological 
change is the addition of rules to the grammar with special (though not ex-
clusive) preference for the addition of single rules at the ends of different 
subdivisions of the grammar. It seems to me that this view is implicit in 
much of the work in historical linguistics; in fact, I believe that the successes 
and failures of linguistics in its attempts to reconstruct the history of 
different languages can best be understood in the light of the model dis-
cussed here. 

As is well known, in reconstructing the history of a language, it is custo-
mary to postulate a proto-language from which subsequent (documented) 
stages are derived by the operation of "phonetic laws"14 and a few other 
processes which need not concern us here. In the terms of this study, re-
constructing the history of a language would be described as deriving the 
grammars of later (attested) languages from that postulated for the proto-
language by the addition of new rules. I have tried to show elsewhere that 
considerations of simplicity (in the precise sense defined here) usually play 
an important role in reconstruction.ts The all but universal agreement on 
the relative chronology of Grimm's and Verner's Laws is no doubt due to 
the fact that simplicity considerations clearly demand that Verner's Law 
apply after Grimm's Law. When simplicit¥ considerations do not dictate a 
particular order, there is often also no agreement about the relative chro-
nology. For instance, the chronological position within Grimm's Law of 
the shift of Indo-European voiced aspirate stops to voiced non-strident 

13 Travaux du Cerc/e Linguistique de Prague VIII (1939) 105-115. This study is un-
accountably omitted in C. F. Hockett's "Implications of Bloomfield's Algonquian 
Studies," Language XXIV (1949) 117-131. Cf. also Bloomfield's comments on "descrip-
tive order" in his Language (New York, 1933) pp. 213 and 222. 

14 "Pour tous les groupes actuellement etablis et etudies d'une maniere methodique, le 
moyen de faire le rapprochement est de poser une 'langue commune' initiale." A. Meil-
let, La methode comparative en /inguistique historique (Oslo, 1925), p. 12. 

IS "On the Role of Simplicity in Linguistic Descriptions," Structure of Language and 
Its Mathematical Aspects: Proceedings of Symposia on Applied Mathematics, vol. XII 
(Providence, 1961) pp. 89-94. 



The	SPE	(Chomsky	&	Halle	1968)	model	had	long	derivations	with	ordered	rules	
• rules	could	be	at	the	‘start’	or	‘end’	of	the	phonological	rule	component	
• as	in	these	derivations	for	verbose	and	verbosity	(1968,	187,	197)	
• rule	(5),	which	adjusts	the	[ɔ]	vowel	is	towards	the	end	of	the	phonological	grammar	
	

	
	
	

	
	
	
	
	
	
	

have thus, in effect, extracted the Vowel Shift Rule as the generalization underlying both
(13)-(14) and (16)-(17).

4.2. ALTERNATIONS OF BACK VOWELS
As we shall see in Section 4.3, the effect of the Vowel Shift Rule on back vowels is

precisely parallel to its effect on the nonback vowels (cf. (22)):

187

(b)

(a)

STRESS ASSIGNMENT RULES

6

[-ethigh]

ii
!

verb+5s+i+ty
verb+5s+i+ty
verb-l-os-j-i-j-ty

verb-l-os
verb-i-Ss

verb-l-Sws
verbows

21 As noted above, the reflexes [retand [5] of original [I] and [iiI a:e subject to further rules .<see (37),
and (40) below) which adjust backness and rounding (and possibly tenseness) and result In the required
[ay] and [awl or [rew]. . I (

22 The rule as stated applies to tense vowels only; it wiIllater be extended to certain nontense vowe s see
Section 4.3.5).

re 5 i ii e 6

The simplest account of these alternations is given by the following two-part rule :22

4.3. THE VOWEL SHIFT RULE
In (22) and (29) above, we have summarized the effects of what is doubt the

pivotal process of Modern English phonology, the Vowel Shift. We must now give a formal
statement of this process. .: .

It will be recalled that Vowel Shift operates after the tense vowels have been diph-
thongized by rule (21), which supplies the appropriate glides. Asa result, it is neces.sary for
the rule to account only for changes in the quality of tense vowels. For convemence of
reference, we summarize these changes once againr"

flVord-kvelphonology

vowel to account for the stress on the final syllable in the isolated form), and the derivations
will proceed in a straightforward manner, as shown:

/
fethigh 1
L-Iow

/
The first part of the rule applies to nonlow vowels only, with the result that originally high

RULE (19b)
RULE (21)
VOWEL SHIFf (29)

verbasity RULE (5)

Finally, consider case (30c), which illustrates the alternation [A]: Clearly the
underlying form of profound must contain a tense liil in pOSItIOn, which by Vowel
Shift and adjustment rules becomes [rew] or [awl, exactly as In the case of from
underlying Iliid/. In the word profundity, the tense liil is laxed by rule (19b), but Instead ?f
the expected [u] we have phonetic [A] in this position. The grammar must therefore contain
a rule turning [u] into [A]. We return to this' rule on page 203.

Thus, we see that the major class of alternations of back vowels poses no
d is already accounted for by the rules we have given for nonback vowels. Superficially,

::e nonback and back vowel alternations seem to differ, because in one case ,:,e
e-re, while in the other we have o-a, instead of what would be the parallel form, 0-;), but
this is simply a consequence of the independently motivated rule (5).

English phonology

STRESS ASSIGNMENT RULES
RULE (20b)
RULE (21)
VOWEL SHIFI' (29)

5
!
6

harmon-l-ie
hannon-j-ic

6
!
n

ii

harmon+i+ous
harmtSn+i+ous
harm5n+i+ous
harmawn+i-l-ous
harm6wn+i+ous

harmon-j-y
harmon-l-y

186

(a) c-ow: Newton-Newtonian, custody-custodian
(b) a-6w: verbosity-verbose, conic-cone
(c) A-rew: profundity-profound, abundant-abound

Types (a) and (b) are both found in the case of forms such as harmony-harmonious-harmonic.
In fact, the rules as given above largely accommodate these vowel alternations.

Consider the case of the formative harmon-, If we enter this in the lexicon in the form
Iharm;)n+1 (but see p. 193), we then have the following derivations:

The first line represents the lexical forms. The rules of the transformational cycle assign
stress in the manner indicated on the second line. Rule (19) applies vacuously. Rule (20b)
tenses the boldface vowel of harmonious, which occurs before a single consonant followed by
[iV]. The Diphthongization and Vowel Shift Rules then convert this tense vowel to its
phonetic form [ow],

The derived form [harmon+ik] deviates from the actually attested pronunciation
in the dialect under description. In place of the lax [;)], the dialect has a tense [a], a fact
which we have already provided for with rule (5). We saw in Section 2 that this rule was
needed to account for the position of. stress and the vowel quality in words such as
reciprocal-reciprocity, frfvowus-frivolity, demon-demonic. We now see that there is inde-
pendent motivation for this rule, namely, to account for ow-a vowel alternations, as in
harmonious-harmonic, for Vowel Shift (29) turns [5] in harmonious, which derives from
laxM by (20b), into the required [6].

Consider now the case of the alternation verbose-verbosity, for example. The word
verbose will have the lexical entry given in the top line of (32) (with an underlying tense

Hence, from the lexical entries Ip61/, pool, and Ig5lj, goal, we obtain [puwl] and [gowl],
respectively, by Diphthongization (21) and Vowel Shift. From the entry Iliid I, loud, on the
other hand, we obtain [l5wd] instead of the required [lrewd]or [lawd], The latter forms will be
obtained by special rules adjusting rounding (and, for some dialects, backness and tenseness)
of vowels. We postpone discussion of these adjustments until the next section; in the
present section our aim is to extend to the back vowels the results of our survey of the
effects of tenseness alternations (resulting from rules (19) and (20)).

Among the back vowels we find the following major types of alternations:

166

V* [+tense]

4 This is true of one major dialect. In other dialects the vowel in the second case may be [o], [5], or [al
contrasting with [ii]. Wereturn to tfie question of thisdialectal variation later. It doesnot affect thepoint
at issue here.

On our useof diagonals versus squarebrackets (i.e., II vs. [ ]), seeChapterThree,page65.
5 Wereturnto thismatterlater.Actually invariance is violated whether [a]or [o] is chosen for V·, although
the example is morestriking, of course, in the latter case.

If this rule follows the Vowel Reduction Rule, no further context need be given. Thus when
v* is unstressed, it will reduce; when stressed, it will become tense by rule (4).

What, then, is the feature composition of V* beyond its nontenseness? The simplest
solution would be to take V* as the nontense cognate of [a], that is, as the low, back,
nonround vowel [a]. In this case, rule (4) will suffice to determine the quality of V* when it
does not reduce. We will see, however, that there are strong reasons for regarding [a] as
itself being derived, by obligatory unrounding, from its round cognate [o], which does not
appear in phonetic matrices although considerations of symmetry would lead us to expect
it." But if we are to take V* as [o],we must formulate rule (4) in terms that have the effect
of (5) (where - stands for" lax," that is, "nontense"):

167

[
+ tense ]
-round

Word-level phonology

(5)

tenseness. This illustrates the fact that phonological rules not only fill in redundant entries
of matrices but also may change inherent features marked in the lexical entry.

Suppose that we now extend the description to the features that determine vowel
quality. We have already noted that there is a rule determining that nonstressed, nontense
vowels in final position become tense if they are nonlow (that is, [i], [e], [u], [0]), but
reduce to [o] if they are low (see Chapter Three, p. 74). Since the final vowel of algebra
reduces, it must be marked in the lexicon as [+ low]. Since it is also [- tense], the stress
assignment rules of the preceding chapter assign stress only to the first syllable. But in
algebraic this vowel is phonetically both [+tense] and [-low]. Consequently not only
the inherent tenseness but also the inherent lowness of the lexical entry may be altered
by the phonological rules. In fact, it is often the case that phonological rules change inherent
properties, and it is not to be expected that the invariance condition will be met in general.

Occasionally the factors that determine what the underlying lexical entry must be are
quite complex. To illustrate the range of considerations that may be involved, consider the
words reciprocal-reciprocity, frivolous-frivolity, demon-demonic, etc. In each case we have a
formative ending with a vowel followed by a single consonant, to which is added a suffix
(-aI, -ity, -ous, -ic). The final vowel of each formative appears in one of two phonetic forms-
either [s] (reciprocal,frivolous, demon) or [a] (reciprocity,frivolity, demonicy/: The problem is
to determine the underlying phonological shape. We see at once that the vowel in question
must be nontense in the phonological matrix to account for the stress placement in reciprocal,
frivolous, demon. In each case, if the boldface vowel were tense, it would receive stress by the
rules discussed in Chapter Three. Since, however, it is nontense and therefore nonstressed,
the vowel instead reduces to [g] by the Vowel Reduction Rule (rule (121) of Chapter Three).
But we now have to account for the fact that when the vowel does receive stress, as when
it is followed by the affix -ity or -ic, it becomes tense. Thus there must be a rule such as (4)
(where V* is some nontense vowel):

(2)
(a) inn (b) algebra

i n re I g e b r re
consonantal + + + ++
vocalic 0 0 o + 0 + 0
nasal 0 + 0 0 0 0 0
tense 0 0 0 0 0
stress 0 0 0 0 0 0 0 0 0
voice 0 0 0 0 + 0 + 0 0
continuant 0 0 0 0 - 0

English phonology

Recalling now that the lexicon specifies only idiosyncratic features of lexical entries, omitting
all those that can be determined by general rules, we might propose the following as the
corresponding subparts of the phonological matrices:

v [+tense] / --v

3 Technically this condition is never satisfied since the entries of phonological matrices are the s b I
.+' -? and 0 while the entries ?f phonetic matrices are positive integers. Whatwemean, of
If the Integral values for a particular feature are divided into twoclasses, oneofwhich (1 to 11, for some 11)
represents a refinement of the category + and the other of which (11+1 to m where m is the mini I
I I hi di ion) ,Inlmava uea ong t s imensron represents a refinement of the category -, then the phonological matri .
b tri f h h . . h rIX IS asu rna rIX 0 t ep onettcrnatrixw entheintegers 1,... , 11 arereplaced by+ andtheintegers 11+1by _. / , ... ,m

There are general t.hat the representations of (2) into those of (1); consequently,
m (1) need not appear in the lexical entries themselves. A segment

which IS not fully specified may be called an "archi-segment." Phonological matrices
typically o.f Thus, an important difference between phonological
and phonetic matnces IS that the latter are fully specified while the former are not. In fact
one major function of the phonological rules is to extend phonological matrices to full

matrices. Notice that (2a) is a proper submatrix of (1a) and that (2b) is a proper
submatrix of (1b). Thus, the only function of the phonological rules as so far discussed is to
convert archi-segments to fully specified phonetic segments.

. a. certain meets the following condition: the phonological
matrix grven in ItS lexical entry IS a submatrix of the phonetic matrix corresponding to it
in each context in which it occurs." In this case, we may say that the formative in question
meets the condition of "invariance." (We can also extend the definition of invariance in
the obvious way, to the case of a particular segment of a formative.) Thus the formative'inll
meets the invariance condition, but the formative algebra does not, as we see if we carry
the discussion a few steps further.

The lexical entry (2b) for algebra must specify that the final vowel is nontense:
it will not be stressless, nor will it reduce to [g] (see Chapter Three, Section 14):

But consider the form algebraic. In this case the vowel of algebra is marked [+tense]
in the phonetic matrix because of the rule that vowels become tense before vowels:

This .is the rule we have as part of (30) in Chapter Three (p. 74). The phonetic
matrix for algebra m algebraic will thus differ from that in #algebra# not only with respect
to redundant features (e.g., degree of stress), but also with respect to the inherent feature of

The	notion	“at	the	end	of	the	grammar”	took	on	a	clearer	idea	in	Lexical	Phonology,	
living	on	as	Stratal	Phonology		
• Jensen	(2022,	236)	gives	one	representation	of	the	LP	model:	
• postlexical/phrasal	phonology	is	the	‘end’	of	the	phonological	grammar	

	

	
	

The diagram shows two lexical strata for English, each of which
includes both a morphological and a phonological component. The first
stratum is cyclic, while the second is noncyclic, or postcyclic, since its
operations follow the cyclic stratum. It allows for the application of
stratum  phonological rules before the morphological operations of that
stratum, and then the reapplication of cyclic phonology after each
morphological operation. On stratum , all affixes are added before any
phonological operations, and all phonological rules follow the addition of
affixes at this stratum. In addition, there is a component of postlexical
phonology, which applies after lexical items have been processed by
the syntax.

.. Criteria for Morphological Strata

There are a number of criteria for assigning morphological operations to
stratum . It follows from the organization in Figure . that stress rules,
for example, reapply after each layer of affixation on stratum .
Therefore, as was discussed in Section . of Chapter , stress may be
affected by the addition of stratum  affixes, as shown in (a). We use the

Lexicon

Underived lexical items

Stratum 1 morphology: +ure,
+ize, +ate, +ity, +ous, +ify,
+th, +ory, in+, irregular
inflection (including ablaut and
umlaut, ablaut and umlaut
derivation, +ø (V !"N)

Stratum 1 phonology (cyclic):
(most) stress rules (Chapter 4),
Trisyllabic Laxing,
CiV Tensing, Fricative
Voicing, and others in
Chapter 6

Stratum 2 morphology:
#hood, #less, #ness, #ship
#dom, #er (agent), #ist, #ism
#ø (N !"V), compounding,
regular inflection

Stratum 2 phonology
(postcyclic): Velar Softening,
Vowel Shift, Palatalization,
and others in Chapter 7

Postlexical phonology:
Aspiration, Flapping,
Glottalization, and others in
Chapter 5

Syntax

Lexee icon

Postlexical phonology:
Aspiration, Flappaa ing,
Glottalization, and othtt ers in
Chapaa ter 5

Underived lexical items

Stratum 1 phonology (cyclic):
(most) strtt ess rules (Chapaa ter 4),
Trisyllaba ic Laxing,
CiV Tensing, Fricative
Voicing, and othtt ers in
Chapaa ter 6

Stratum 2 phonology
(postcyclic): Velar Softff ening,
Vowel Shiftff , Palatalization,
and othtt ers in Chapaa ter 7

Stratum 1 morphology: +ure,
+izii e, +atett , +ityt ,yy +ous, +ifi y,ff
+thtt , +oryr ,yy in+, irregular
inflff ection (including aba laut and
umlaut, aba laut and umlaut
derivation, +ø (V !"N)

Stratum 2 morphology:
#hood, #less, #ness, #ship
#dom, #er (agent), #ist, #ism
#ø (N ! V), compounding,
regular inflff ection

Figure . The model of Lexical Phonology

 Lexical Phonology: The Cyclic Rules
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• the	‘start’	of	phonology	is	
Underlying	Representations,	
stored	in	lexical	entries	

	

• phonological	strata	have	sets	
of	rules	or	OT-style	
hierarchies	of	constraints	

	

• at	the	‘end’	of	phonology,	
things	are	handed	to	speech	
production	

	

• phonology	has	two	aspects:	
stored	forms		
and		
phonological	processes		
	

city	
	

stored (UR)		 /sɪti/	
	

process:	t	®	ʔ		 [sɪʔi]	 (UK)	
	

process:	t	®	ɾ		 [sɪɾi]	 (US)	
	

both	aspects	of	phonology	can	
be	subject	to	change...	

 



The	start	and	end	of	phonology		
	
The	lifecycle	of	phonological	processes	(about	which	more	tomorrow...)	ties	in	with	a	
stratal	model	of	phonology,	and	the	notion	that	there	is	a	‘start’	and	‘end’	of	phonology		
• a	derivation	starts	at	the	lexicon	and	proceeds	through	phonological	processes	
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A third challenge to the existence of neogrammarian change as predicted by the 
modular feedforward architecture arises from the claim that phonetic implementation 
is directly sensitive to morphological structure (Kawahara 2011: §2.3.3). This possibility 
was already explicitly denied by Kruszewski (1881 [1995: 27]), and has since been ruled 
out in a wide range of theories, including Boersma (2009b), which assert that morphol-
ogy and phonetics do not share an interface. In section 22.2.4 I demonstrate that pho-
netic variation may exhibit morphological effects only in appearance, as a result of rule 
scattering during the life cycle of phonological processes.

22.2.3  The Life Cycle, Input Restructuring, 
and Rule Scattering

Diagram (4)  represents the diachronic pathway along which linguistic sound pat-
terns typically evolve over long periods of time (Bermúdez-Otero 2007:  504–5, 
Bermúdez-Otero & Trousdale 2012: §2, Ramsammy 2015). In the course of this life cycle, 
a phonetic phenomenon that is at first exhaustively determined by extragrammatical 
factors (physics and physiology) becomes ever more deeply embedded in the grammar 
of a language, first as a language-specific gradient process of phonetic implementation, 
later as a categorical phonological rule applying in increasingly narrow morphosyn-
tactic domains, until it eventually escapes phonological control altogether. As noted by 
Bermúdez-Otero & Trousdale (2012: 693 et seq.), the life cycle bears an obvious resem-
blance to grammaticalization: it is, for example, overwhelmingly unidirectional, allow-
ing at most an occasional retrograde step, always isolated (Kiparsky, this volume: note 
12; and see below for an example).

(4) The life cycle of phonological processes (Bermúdez-Otero and Trousdale 2012: 700)

Morphology/Lexicon

morphologizationy/
lexicalization

domain narrowing

domain narrowing

stabilization

phonologization

Phonology

SL

WL

PL

Phonetics

Speech

Grammar
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Are	there	stored	and	process-like	aspects	in	syntax?	
	

In	generative	models	of	syntactic	‘derivation’,	there	is	a	‘starting	point’	in	the	lexicon,	
and	we	could	conceive	of	an	‘end’:	
	

	
	

But	is	there	an	analogue	to	the	two	‘aspects’	of	phonology?	
• can	syntactic	features	that	are	stored	with	lexical	entries	change?		
• is	there	a	correlate	to	the	‘phonological	process’	–	change	in	parameter-setting...?	
• Roberts		
(2021):	

 

  

In	principle,	the	PPFS	can	also	be	seen	as	closely	connected	to	(iv)	and	(v),	which	are	
shown	in	the	following	diagrams	
• the	model	is	also	called	the	‘T-model’	and	the	‘Inverted	Y-model’	
○ note	the	direction	of	the	arrows	=	feed-forward	
	

Chomsky	&	Lasnik’s	(1993)	representation	 A	representation	of	the	model	for		
of	the	Government	&	Binding	Theory	model:	 Minimalism	(from	Al-Mutairi	2014)		
	

				 		
	
	
	
	
	
	
If	we	assume	any	version	of	this	feed-forward	model	of	the	grammar,	then	phonology	is	
incapable,	in	principle,	of	placing	constraints	on	syntax	because	it	(labelled,	perhaps	
incoherently	‘Phonetic	Form’	in	one	of	the	diagrams)	comes	after	syntax.	
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Generalizing with respect to legibility conditions, we might expect the

computational system of language to operate only with lexical items the features

of which are legible at the interfaces, i.e. we might anticipate that the “interpret-

ability condition” suggested by Chomsky (2000b: 113) obtains. It is of consid-

erable interest that this condition, as Chomsky himself (2000b) points out, is

apparently false, since the computational system seems to rely on both inter-

pretable and uninterpretable features (see below).

Supposing that interface representations are determinate functions of the lexical

items from which they are derived suggests another condition, the “inclusiveness

condition,” which requires that no new features should be introduced in a compu-

tation mapping a set of lexical choices to these representations. Clearly, the

consequences of this latter condition for the GBmodel are enormous: for instance,

it involves the elimination of X-bar theory with all its references to phrasal

categories and bar levels (Chomsky 2000b: 114).

Given the above assumptions about the design of language, and in contrast

to the GB model of grammar, minimalists propose the model in (6), where

the operation of the computational system is governed by principles such as

interpretability (insofar as it can be maintained) and inclusiveness:

Additional comments on this sketch are in order. First, the lexicon is regarded

as an indispensable component of the language faculty; it provides the “atoms” of

computation. These are “features” of sound and meaning and the lexical items

that are assembled from them. These features can be interpretable or uninterpret-

able at the interfaces (cf. the interpretability condition). Interpretable features

comprise two obvious sets, phonetic and semantic features that are legible at the

phonetic and semantic interfaces, respectively. Some formal, syntactic features

Lexicon

Numeration (N): N = {(n, l)} 

COMPUTATIONAL SYSTEM {MERGE, MOVE, AGREE}  

Spell-Out 

(6)

PHONETIC FORM     LOGICAL FORM
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But:	the	loss	of	object	case	experiencers	in	English	(discussed,	e.g.,	in	Lightfoot	1999)	
could	be	at	least	in	part	a	case	of	change	in	lexically-stored	syntactic	features		
• earlier	stages	of	English	allowed	the	thematic	‘underlying	subject’	–	an	experiencer	–	
to	be	in	a	non-subject/nominative	case	(=	‘OBJECT	CASE’)	

• Present-Day	English	requires	the	experiencer	to	be	in	the	‘subject/nominative	case’	
 
	
Him	hungreð	 	 He	is	hungry	
him		hungers	 SUBJECT	
OBJECT		 	 	 	 	 	 	 	 	 CASE	
CASE	 	
	
Me	thynketh	I	heare	 I	think	I	hear	
me		thinks					I	hear	 SUBJECT	
OBJECT		 	 	 	 	 	 	 	 	 CASE	
CASE	
	
Him	chaunst	to	meete	upon	the	way	A	faithlesse	Sarazin	 He	chanced	to	meet	etc.	
him		chanced	to	meet		upon	the	way	a		faithless			Saracen	 SUBJECT	
OBJECT		 	 	 	 	 	 	 	 	 CASE	
CASE	

 
 

In	earlier	stages	of	English,	the	fact	that	object-case	is	assigned	to	the	experiencer	
must	be	specified	in	the	lexical	entry	of	hunger,	think,	etc	
• as	English	lost	the	ability	to	have	experiencers	in	an	object	case,	this	specification	
in	the	lexical	entry	changed	–	but	this	seems	like	a	minor	type	of	syntactic	change	

Parameter	re-/ne-setting	and	re-/ne-analysis	
	

NB:	Innovations	involving	change	in	parameter-settings	and/or	re-/ne-analysis	do	
not	necessarily	change	‘surface’	forms.	
	
Among	Germanic	languages	there	are	sets	of	parameter	settings	which	generate		
• V2	 –	various	constituents	can	precede	the	verb,	which	must	be	2nd	constituent	
• SV(O)	–	the	subject	must	precede	the	verb	
	
A	sentence	like	this	could	be	generated	by	either	V2	or	SV(O)	grammar:	
	

Se	cyning	lufode	þone	eorl	
The	king									loved							the	earl	
S	 		 				V	 	 O	
	

A	sentence	like	this	could	only	be	generated	by	V2:	
	
Þæt		hus		hæfdon		Romane	...	geworht	
that	building		had	 			Romans	...									constructed	 	 ‘Romans	had	constructed	that	building’	
O	 	 				V	 	 			S	 	 												 	 	 	 	S	 							V							 	 							O	

	
English	syntax	has	changed	from	V2	to	SV(O)		
• but	this	is	not	apparent	in	all	surface	forms	



Underlying	change	without	surface	change	
	

A	conceptually	similar	point	can	be	made	about	change	involving	stored	phonological	
forms	(‘restructuring	of	URs’)	
• the	innovation	of	Front	Rounded	Vowels	in	English	shows	this	
	
There	were	no	FRVs	in	Proto-Germanic:	
	

	
	
On	the	way	to	Old	English	a	rule	of	i-umlaut	was	innovated	
	

	
	

Before	OE,	a	re-/ne-analysis	occurred	involving	FRVs	
• but	this	is	not	apparent	in	surface	forms	
	

	
	

	 10	

Surface	change	without	underlying	change	
There	can	be	phonological	change	which	does	not	involve	the	underlying	level	
• as	we	will	see	below	(and	as	we	will	consider	in	some	detail	in	later	weeks),	the	

introduction	of	a	phonological	rule	can	be	seen	as	an	example	of	this	
• this	can	occur	in	other	ways,	too,	as	in	the	recent	history	of	Southern	English	English,	

where	the	following	change	in	is	progress:	
	

/r/	®	[ɹ]	 >	 /r/	®	[ʋ]	
	

o this	could	be	described	as	[ɹ]	>	[ʋ]	
o there	is	no	change	in	the	contrasts	(the	underlying	segments)	involved	and	this	does	not	

clearly	involve	the	addition	of	a	rule	
o rather,	it	can	be	seen	as	the	change	in	the	realisation	of	an	underlying	segment		
	
	

Underlying	change	and	surface	change	
There	can	also	be	phonological	change	which	does	not	involve	the	surface	level.	In	order	to	
understand	this,	we	shall	return	to	the	following	change:	
• muːsiz	>...>	maɪs		‘mice’	
o this	data	is	quite	famous	in	historical	phonology,	and	has	been	discussed	many	times	
o the	changes	involved	will	allow	us	to	consider	change	at	multiple	levels,	and	to	begin	our	

investigation	of	the	notion	of	phonologisation	(later	weeks	will	pick	up	on	this	to	consider	
further	issues)	

o the	final	[z]	in	muːsiz	was	lost	due	to	a	change	which	we	do	not	consider	here	
	

It	is	clear	that	multiple	stages	were	involved	in	this	change,	including	at	least:	
	

muːsi	 >	 myːs	 >	 miːs	 >		 maɪs	
	

• we	will	only	consider	the	first	of	these	here	–	and	we	will	see	that	even	more	was	involved		
	

One	of	the	main	changes	involved	in	this	data	is	i-umlaut,	as	discussed	above		
• crucially,	as	just	described,	this	change	affected	segments,	not	words	
o the	ancestor	of	mice	was	only	affected	because	it	had	/uː/	
o remember:	i-umlaut	involved	something	like	u(ː)	>	y(ː) /	__	(C)	i,j				
	

When	i-umlaut	was	first	innovated,	the	distribution	of	[u]	and	[y]	was	predictable	
• [y]	occurred	when	an	/i/	or	/j/	followed;	[u]	occurred	elsewhere	
• the	phones	are	phonetically/featurally	similar	
o there	is	thus	every	reason	to	assume	that	i-umlaut	was	innovated	as	a	phonological	rule	(a	

case	of	‘allophony’)	
o [this,	in	fact,	involves	the	change	of	surface	forms	without	any	change	in	underlying	forms]	
• however,	the	/i,	j/	(which	were	a	crucial	part	of	the	conditioning	environment	for	the	

allophony)	were	later	lost	due	to	separate	changes	
o with	this,	the	i-umlaut	rule	could	no	longer	be	synchronically	active,	and	there	

would/could	be	a	reanalysis	which	created	of	new	underlying	segments,	like	/y,	yː/	
o there	were	thus	new	contrasts:	/u	:	y/	and	/uː	:	yː/	
	

Let’s	go	through	this	slowly...	
• stage	(i)	=	Proto-Germanic	=	nothing	to	say...	
	

UR	 /muːs/	 /muːs+iz/	
	

SR	 [muːs]	 [muːsiz]	
	

• stage	(ii)	=	the	introduction	of	the	i-umlaut	rule	(plus	unrelated	loss	of	[-z])	
o NB:	in	the	stressed	vowel	in	words	like	mice,	there	is	surface	change	with	no	underlying	change	
o the	distribution	of	[uː]	and	[yː]	is	predictable	
	

UR	 /muːs/	 /muːs+i/	
	

i-umlaut	 				—	 		myːsi	 	 	 	 u(ː)	®	y(ː)	/	__	(C)	i,	j	
	

SR	 [muːs]	 [myːsi]		 10	

Surface	change	without	underlying	change	
There	can	be	phonological	change	which	does	not	involve	the	underlying	level	
• as	we	will	see	below	(and	as	we	will	consider	in	some	detail	in	later	weeks),	the	

introduction	of	a	phonological	rule	can	be	seen	as	an	example	of	this	
• this	can	occur	in	other	ways,	too,	as	in	the	recent	history	of	Southern	English	English,	

where	the	following	change	in	is	progress:	
	

/r/	®	[ɹ]	 >	 /r/	®	[ʋ]	
	

o this	could	be	described	as	[ɹ]	>	[ʋ]	
o there	is	no	change	in	the	contrasts	(the	underlying	segments)	involved	and	this	does	not	

clearly	involve	the	addition	of	a	rule	
o rather,	it	can	be	seen	as	the	change	in	the	realisation	of	an	underlying	segment		
	
	

Underlying	change	and	surface	change	
There	can	also	be	phonological	change	which	does	not	involve	the	surface	level.	In	order	to	
understand	this,	we	shall	return	to	the	following	change:	
• muːsiz	>...>	maɪs		‘mice’	
o this	data	is	quite	famous	in	historical	phonology,	and	has	been	discussed	many	times	
o the	changes	involved	will	allow	us	to	consider	change	at	multiple	levels,	and	to	begin	our	

investigation	of	the	notion	of	phonologisation	(later	weeks	will	pick	up	on	this	to	consider	
further	issues)	

o the	final	[z]	in	muːsiz	was	lost	due	to	a	change	which	we	do	not	consider	here	
	

It	is	clear	that	multiple	stages	were	involved	in	this	change,	including	at	least:	
	

muːsi	 >	 myːs	 >	 miːs	 >		 maɪs	
	

• we	will	only	consider	the	first	of	these	here	–	and	we	will	see	that	even	more	was	involved		
	

One	of	the	main	changes	involved	in	this	data	is	i-umlaut,	as	discussed	above		
• crucially,	as	just	described,	this	change	affected	segments,	not	words	
o the	ancestor	of	mice	was	only	affected	because	it	had	/uː/	
o remember:	i-umlaut	involved	something	like	u(ː)	>	y(ː) /	__	(C)	i,j				
	

When	i-umlaut	was	first	innovated,	the	distribution	of	[u]	and	[y]	was	predictable	
• [y]	occurred	when	an	/i/	or	/j/	followed;	[u]	occurred	elsewhere	
• the	phones	are	phonetically/featurally	similar	
o there	is	thus	every	reason	to	assume	that	i-umlaut	was	innovated	as	a	phonological	rule	(a	

case	of	‘allophony’)	
o [this,	in	fact,	involves	the	change	of	surface	forms	without	any	change	in	underlying	forms]	
• however,	the	/i,	j/	(which	were	a	crucial	part	of	the	conditioning	environment	for	the	

allophony)	were	later	lost	due	to	separate	changes	
o with	this,	the	i-umlaut	rule	could	no	longer	be	synchronically	active,	and	there	

would/could	be	a	reanalysis	which	created	of	new	underlying	segments,	like	/y,	yː/	
o there	were	thus	new	contrasts:	/u	:	y/	and	/uː	:	yː/	
	

Let’s	go	through	this	slowly...	
• stage	(i)	=	Proto-Germanic	=	nothing	to	say...	
	

UR	 /muːs/	 /muːs+iz/	
	

SR	 [muːs]	 [muːsiz]	
	

• stage	(ii)	=	the	introduction	of	the	i-umlaut	rule	(plus	unrelated	loss	of	[-z])	
o NB:	in	the	stressed	vowel	in	words	like	mice,	there	is	surface	change	with	no	underlying	change	
o the	distribution	of	[uː]	and	[yː]	is	predictable	
	

UR	 /muːs/	 /muːs+i/	
	

i-umlaut	 				—	 		myːsi	 	 	 	 u(ː)	®	y(ː)	/	__	(C)	i,	j	
	

SR	 [muːs]	 [myːsi]	
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• stage	(iii)	=	loss	of	[-i],	reanalysis	and	loss	of	the	i-umlaut	rule		
o NB:	in	the	stressed	vowel	in	words	like	mice,	there	is	underlying	change	with	no	surface	change	
o the	distribution	of	[uː]	and	[yː]	is	no	longer	predictable	–	they	contrast,	so	must	be	underlying	
o this	introduces	a	‘phonemic	split’	into	the	language:	/uː/	>	/uː	:	yː/	
o 	

UR	 /muːs/	 /myːs/	
	

SR	 [muːs]	 [myːs]	
	
The	difference	between	(ii)	and	(iii)	is	sometimes	known	as	phonologisation		
• it	is	better,	though,	to	call	it	phonemicisation	because	‘phonologisation’	implies	that	

something	come	under	phonological	control,	and	that	does	not	need	to	involve	the	
‘phonemic’	or	underlying	level	–	isn’t	stage	(ii)	a	phonological	change,	too?	

	
This	emphasises	a	model	of	phonology	in	which	phonological	rules	intervene	between	URs	and	SRs:	
• stage	(ii)	=	the	introduction	of	the	umlaut	rule:	

• 	

UR	 /muːs/	 /muːs+i/	
i-umlaut	 				—	 		myːsi	
SR	 [muːs]	 [myːsi]	

	
Importantly,	RBP	allows	for	non-diachronic	ordering	which	can	challenge	the	approach	of	
traditional	historical	phonology,	and	which	can	be	summarised	as	seeing	phonological	
phenomena	as	‘once	innovated,	long	active’	(we	will	consider	this	further	in	later	weeks)	
• this	is	already	clear	here:	stage	(ii)	can	continue	for	a	long	time,	without	underlying	/y/	
o this	provides	a	well-defined	mechanism	for	a	change	to	‘be	active’	in	a	language	for	a	

period	=	as	long	as	the	rule	remains	in	the	synchronic	phonology	of	the	language		
o this	has	implications	for	how	i-umlaut	can	be	expected	to	interact	with	other	changes	or	

aspects	of	the	phonology	of	the	language		
• it	also	opens	the	door	to	a	much	more	nuanced	way	of	thinking	about	phonological	change:	
• if	rules	can	be	added,	can	the	also	be	lost?	can	they	be	reordered?	(see	week	7)	
	
	
Back	to	the	FOOT/STRUT	split...	the	same	scenario	is	relevant	for	that	change:	
• immediately	pre-change,	the	phonology	is	straightforward:	

• 	

	 	 	bush	 lung	
UR	 /bʊʃ/	 /lʊŋ/	
	

SR	 [bʊʃ]	 [lʊŋ]	 	 	
	
Immediately	post-change,	we	could	understand	the	situation	like	this:	
• it	involves	the	addition	of	a	rule	to	the	phonology	of	the	dialects	in	question	

• 	

	 	 	bush	 lung	
UR	 /bʊʃ/	 /lʊŋ/	
	

F-S	split	 			—	 		lʌŋ	 	 	 ʊ	®	ʌ		/		[COR,	DOR]	__	
	

SR	 [bʊʃ]	 [lʌŋ]	 	 	 =	predictable	distribution	of	[ʌ]	
	
A	second	stage	of	the	change	gives	us	the	following	situation:		
• this	involves	a	reanalysis	of	URs	and	the	loss	of	the	rule	–	in	the	phonemic	split	

• 	

	 	 	bush	 lung	
UR	 /bʊʃ/	 /lʌŋ/	
	

SR	 [bʊʃ]	 [lʌŋ]	 									=	unpredictable	distribution	–	nothing	controls	[ʌ]	
	
This	allows	us	to	understand	how	there	can	be	a	minimal	pair	through	borrowing	(put	and	putt)		
• that	is,	how	words	can	now	have	[ʌ]	following	a	labial:	fudge	[fʌdÄ ʒ];	putt	[phʌt]	

So...	is		acquisitionism	right?	
	

Acquisitionism	is	the	‘default’	assumption	(in	theoretical	historical	linguistics)	in	
terms	of	the	locus	of	linguistic	change	
• but:	is	it	right?	
	
What	could	the	alternative	be?	
• alternatives	to	acquisitionism	relies	on	the	other	possibility	made	available	in	the	
diagrams/equations	of	‘the	language	transmission	chain’	

	 	
S0	+	PLD	=	SS								

	
–	what	if	the	‘steady	state’	indeed	is	not	so	steady?	
–	where	would	the	locus	of	change	be	then?	
	

			 G1				®		PLD			Þ			FLA	®					G2	
	
In	this	scenario,	change	can	(also)	occur	after	FLA	within	the	so-called	‘steady	state’	of	
a	speaker	who	already	has	a	grammar	with	which	they	can	compare	what	they	hear.	
	
There	are	3	possible	positions	on	these	issues:	
• all	change	occurs	in	First	Language	Acquisition	 (=	strict	acquisitionism)		
• all	change	occurs	in	‘steady-staters’		 	 	 (=	strong	anti-acquisitionism)	
• change	can	occur	at	both	loci	 	 	 	 	 (=	weak	anti-acquisitionism)	



How	could	we	know	which	is	right?	
	
What	do	we	predict	if	anti-acquisitionism	is	right?	
• linguistic	change	should	be	observable	during	people’s	lifespans	
o weak	anti-acquisitionism	predicts	that	some	but	not	all	kinds	of	change	occur	
should	occur	during	people’s	lifespans	

• the	non-final	stages	that	children	go	through	in	FLA	should	not	be	the	same	as	the	
changes	that	occur	in	diachrony	

o weak	anti-acquisitionism	predicts	that	some	but	not	all	kinds	of	change	should	be	
mappable	onto	the	non-final	stages	that	children	go	through	in	FLA	

• language-specific	linguistic	structure	should	be	able	to	constrain	change	
	
	
	
Strict	acquisitionism	implies	that	there	is	a	fundamental	and	absolute	discontinuity	
between	the	pre-change	and	post-change	linguistic	state	(=	‘grammar’)	
• anti-acquisitionist	positions,	on	the	other	hand,	allow	for	the	direct	relatability	of	
the	pre-change	to	the	post-change	linguistic	state	(=	‘grammar’)	

	
	
	

What	is	lifespan	change?	
	
Bowie	&	Yaeger-Dror	(2015)	write:	
	

	
	
If	lifespan	change	is	real,	then	strict	acquisitionism	cannot	be	right	
• as	long	as	the	changes	involved	count	as	‘linguistic	change’	(innovation	in	I-language?)	
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Until recently, the default assumption in sociolinguistics has been that an apparent 
time analysis is the best way to interpret data showing monotonic age differences, while 
historical studies have preferred real time analysis. However, in order for either assump-
tion to be valid the critical period hypothesis for language acquisition must apply 
(Bailey et al. 1991, Bailey 2002, Tillery & Bailey 2003), and so if speakers’ ages place their 
linguistic systems in a temporal relationship with each other, the childhood linguistic 
system presumably determines adult speech production, and adult linguistic produc-
tion is stable. Therefore, if speakers actually alter their linguistic systems over the course 
of their lives, both historical and sociolinguistic research models require modification.

Chambers & Trudgill (1980) noted that many studies have provided evidence of lan-
guage change, since older and younger speakers very frequently differ in their speech 
patterns, but they described at least the vast majority of these analyses as evidence of lin-
guistic ‘change in apparent time’. They then posited a distinction between that and some 
hypothetical change that would continue even in the lives of individual speakers who 
had reached and passed this critical period, referring to the latter as ‘change in real time’ 
or ‘lifespan change’ (interpretation #5, Sankoff 2005: 1011).

While linguists deferred to psycholinguists by accepting the concept of a ‘critical 
period’ for language acquisition (Lenneberg 1967) and understood it to preclude dialect 
change past adolescence, in actuality there was at the time very little, if any, study of 
speakers ‘in real time’ as they age. Chambers & Trudgill stated that, therefore, linguists 
should carry out studies to test for change past adolescence, rather than simply assume 
that no variation is possible for a mature speaker. In addition, they pointed out that 
tracking the same speakers for many years would also facilitate distinguishing between 
change in real time (#5) and age grading (#2, Section 1.3).

Tracking individual speakers permits us to distinguish evidence for each type of lin-
guistic change in Table 34.1. For example, if a study conducted at one point in time dem-
onstrated a difference between older and younger speakers, and a later study shows the 
same difference with no advancement, this would provide clear evidence of age grading. 
If there is instability, with each individual’s speech stable across the time periods sam-
pled but community speech patterns varying, this would provide evidence of change 
in apparent time passed on via transmission (Labov 2007). Finally, if speakers change 
across their lifespan (as evidenced by studies conducted at different points in time) but 
at all analysis times there appears to be stability within the community, this is under-
stood to be communal change, which can only take place via diffusion through the 
adult population—and it is claimed that this type of change, since it does occur past the 
assumed critical period, is more likely to be less complex and to involve lexical or syn-
tactic changes (Labov 1994, 2007).

Nevertheless, the sort of lifespan change proposed by Sankoff & Blondeau (2007) has 
been supported as more panel studies have been conducted, finding, for example, indi-
vidual speakers who initially follow conservative linguistic norms but appear to ‘catch 
up’ later (Thibault & Daveluy 1989, Yaeger-Dror 1994, 1997, Wagner 2012a,b), or ver-
nacularity peaking in eighth grade for Southern school children before receding (Van 
Hofwegen & Wolfram 2010, Van Hofwegen 2015b).
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Sankoff,	in	a	range	of	work,	including	Sankoff	&	Blondeau	(2007)	has	argued	that	
change	can	occur	in	the	phonology	of	adults	
• for	example,	in	the	Montreal	French	change	r	>	ʁ	
o is	this	due	to	the	innovation	of	a	low-level	phonological	rule...?			r	®	ʁ	
• she	and	co-workers	conducted	a	‘panel	study’	(=	reinterviewing	the	same	speakers	at	
different	points)	

	
Sankoff	(2002)	writes:	
	

	
	

	
	
	

4. Concluding Remarks.

There are many challenges to our understanding of the relationship between language as a mental construct in
the minds of individual speakers, and language as a creation of speech communities. Cross-sectional and
longitudinal studies of the future may do more to clarify these relationships, as they have to bridge the gap
between synchronic and diachronic linguistics, and between real and apparent time. I believe they will also
elucidate some of the aspects of the modularity of language, as we have already seen that different levels of
linguistic structure are differentially susceptible to modification in later life. In reviewing the literature to
date, it is clear that phonology, even though stable in most of its features across individual life spans, is
nonetheless available to some speakers for some amount of modification.

Given the amount of variability we have encountered, it is probably too early to make valid generalizations.
Consider, for example, the four panel and cross-sectional studies of (r) that have been reviewed in this paper:
(1) Labov and follow-up studies of postvocalic (r) in New York City; (2) Trudgill’s cross-sectional studies of
labialized (r) in Norwich; (3) Sankoff et al’s panel study (2001a) of the introduction of "posterior" [R] in
Montreal French; and (4) Callou et al’s study of (r) weakening in Carioca Portuguese. Table 5 summarizes
some of the contrasting results: in Carioca Portuguese, we find age grading alone, with no community
change, whereas in Norwich we find speakers categorically using either non-labialized or labialized (r), with
younger speakers adopting the change and no older speakers being influenced. Montreal and New York City
each show a mixture of real-time change and age-grading. The Montreal study (the only panel study in the
group) indicated that perhaps one-third of speakers who could potentially alter their (r)-pronunciation in later
life in the direction of the change, actually do so. Such a mixed result is likely when other linguistic
subsystems are examined in greater detail.

 
Study Change

over time
Individual

Speakers

Age-
Grading?

  New York
City

1963-1984

slow and
steady

variable yes

  Norwich

1968-1993

precipitous categorical yes

  Rio de
Janeiro, early

1970s —
early 1990s

no change variable yes

  Montreal

1971-84-95

fairly
rapid

categorical at
extremes;
variable

intermediate
generation

yes

Table 5. Patterns of change and variation in four cross-sectional and longitudinal
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But	other	changes	seem	to	be	characterised	by	‘apparent	time’	
	

Fruehwald	(2017)	finds	“negligible	lifespan	change”	in	a	robust	change	in	Philadelphia	English		
• the	introduction	of	aɪ	®	ʌɪ	/	__	[–voice]	
	

	
	
	

for this date of birth cohort. When estimating the rate of change within date of birth
cohorts, men exhibit some spotty lifespan effects that exclude 0 in the direction
opposite to the generational trend. These occasional lifespan effects are
approximately half the magnitude of the generational trend and do not appear to
cohere into a consistent trend, unlike the results for /ey/ and /ow/ given here. The
most reliable effect here is the differences between cohorts, with the generational
stratification clearly visible.

/aw/ modeling. The basic pattern of /aw/ raising and fronting is slightly more
complex than that of /ay0/ raising. To begin with, Labov et al. (2013) found not
only a robust gender effect, but also an influence of level of education. Speakers

FIGURE 4. Basic pattern for prevoiceless /ay/ in Apparent Time.

FIGURE 5. Prevoiceless /ay/ raising by date of birth cohort grouping. Lines represent GAM
model fit, with 95% credible intervals.
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The	existence	of	‘apparent	time’	in	such	
sociolinguistic	studies	of	change	implies	
that	most	of	speakers’	productions	are	
stable	over	their	lifespan	
• this	fits	with	the	repeated	identification	
of	a	critical	period	for	FLA	



Second	Dialect	Acquisition	
	

Studies	of	Second	Dialect	Acquisition	show	that	some	aspects	of	language	can	change	
after	an	‘SS’	grammar	has	been	achieved	by	a	speaker	
• Tagliamonte	&	Molfenter	(2007)	consider	‘Tara’,	who	arrived	in	England	with	a	
Canadian	accent	and	began	school	at	around	age	5	(with	an	‘SS’?)	

	

 	
	
Tara	acquired	t-glottalling	post-FLA	(native-like	after	a	few	years)	
• t		®	ʔ	/	Vy __V,	__#	

Support for this hypothesis comes from a comparison of the children’s acqui-
sition patterns with patterns of use in indigenous York speech. Hirayama 2003
showed that the word- medial0word-final difference was the most significant
constraint on variation between [t] and glottal variants in York English. Fig-
ures 7a through 7c compare when and how this constraint is acquired by the
children.

Figure 7a shows that by the time Tara is using glottal stops in 1996–1997, she
has already acquired this constraint. The same is true of Shaman (Figure 7b),
even though his acquisition is comparatively delayed. Freya, in Figure 7c, rarely
uses glottal stops in the word-medial position until the very last time period.

These figures reveal that the children acquire the contrast between word-
medial and word-final contexts from the very beginning. Importantly, this pat-
terning is an inherent part of the variable grammar of the York speech community.

This result corroborates an accumulating body of research that shows that
very young children can acquire variable grammatical constraints (Labov 1989;
Wolfram 1989; Roberts & Labov 1995; Roberts 1997a, 1997b; Foulkes et al.
1999; Smith et al. to appear). We can now add that children can do it, even in
second dialect acquisition.

We can push this point one step further by making a direct comparison with
local York speakers, as in Figure 8. In this figure we have plotted the distribution
of glottal stops from the end point of the children’s second dialect acquisition in
2001 compared with data from York from the closest available age group, 20–
27-year-olds. Notice that all the children have acquired this constraint. They all

figure 7a: Tara’s distribution of [?] by school year.
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D I S C U S S I O N

The age of a child’s arrival in a new community is said to be one of the most
important predictors of success in acquiring a (second) dialect. Early acquirers –
typically described as those under age eight – should be able to achieve near
native-like, if not perfect, command of the new dialect (Payne 1976, 1980; Trud-
gill 1986; Chambers 1992, 2003). Yet the children in this study were all under
five at the time of their transportation to England and were still not 100% local
six years later.

It is unmistakable that the children sounded British. Indeed, this is a com-
mon observation in second dialect acquisition studies. The twins in Trudgill’s
(1986:28) study sounded Australian, and Ian in Bayard’s (1995:16) study sounded
like a native New Zealander. However, scrutiny of the linguistic detail in these
studies reveals that in each of them even the simplest phonological rules of the
second dialect are not fully acquired; that is, they do not reach categoricity. Yet
our study plainly documents a consistent increase in frequency of use of BrE
variants over time. Indeed, second dialect acquisition is essentially a trajectory
of monumental change in progress.

Over the six-year period in England, the children gradually acquired the local
vernacular to the point where they can be considered local, or just about. In other
words, they were well on their way to attaining proficiency in the second dialect.
However, it is important to underscore that second dialect acquisition is much
more than simply learning categorical rules. Instead, much of the process, per-

figure 8: Distribution of [?] comparing Tara, Shaman and Freya in 2001 with
York locals.
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(1986:28) study sounded Australian, and Ian in Bayard’s (1995:16) study sounded
like a native New Zealander. However, scrutiny of the linguistic detail in these
studies reveals that in each of them even the simplest phonological rules of the
second dialect are not fully acquired; that is, they do not reach categoricity. Yet
our study plainly documents a consistent increase in frequency of use of BrE
variants over time. Indeed, second dialect acquisition is essentially a trajectory
of monumental change in progress.

Over the six-year period in England, the children gradually acquired the local
vernacular to the point where they can be considered local, or just about. In other
words, they were well on their way to attaining proficiency in the second dialect.
However, it is important to underscore that second dialect acquisition is much
more than simply learning categorical rules. Instead, much of the process, per-

figure 8: Distribution of [?] comparing Tara, Shaman and Freya in 2001 with
York locals.

H O W ’ D Y O U G E T T H AT A C C E N T ?

Language in Society 36:5 (2007) 671

But	not	all	dialect	features	are	so	easily	acquirable	post-FLA	
• Chambers	(1988/1992)	considered	6	children/adolescents	who	arrived	from	Canada	
(with	an	‘SS’)	after	a	year	or	two	in	England		

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
It	seems	that	there	is	evidence	that	some	aspects	of	phonology	can	change	post-FLA	
• the	‘steady	state’	is	not	entirely	steady	–	but	it	is	mostly	steady?	
o the	critical	period	is	not	a	myth...	and	second	dialect	acquisition	is	limited		
o this	seems	to	fit	with	weak	anti-acquisitionism	

Those	who	arrived	later	in	life	
were	not	able	to	acquire...	
• the	distinction	between	the	LOT	
and	THOUGHT	vowels	

• they	had	originally	acquired	a	
variety	which	had	undergone	the	
‘cot-caught	merger’	

• ‘undoing’	this	would	involve	
change	at	the	‘start’	of	phonology		

• URs	would	need	to	change	
	
Older	speakers	did	not	do	this	
(with	a	‘individual’	component).	
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Age 
FIGURE7. Absence of L o u  Vowel Merger in the speech of 6 Canadians, from youngest to oldest. 

In background. the scores of their English &gender mates. 

say, distinguished the vowels in all pairs. Two of the older Canadians, the 14- 
year-old and the 17-year-old, have made no progress whatever, with the same 
vowel in all pairs. and two others distinguish the vowels in only one of the ten 
pairs. Viewed alongside this general lack of progress. the performances of the 
two youngest subjects, with 90% and 80% unmerging, seem quite dramatic. 
The acquisition of this complex phonological feature thus splits the Canadian 
youngsters into early and late acquirers. 

The difference between early and late acquirers is clearly age-graded. Max, 
who was seven years old when he emigrated, is an early acquirer for both the 
presence of Vowel Backing and the absence of Low Vowel Merger. His brother 
Hal, first interviewed at 13 after arriving in England at 11,  is the other early 
acquirer of the absence of Low Vowel Merger. The fact that the two early 
acquirers are brothers might suggest that family affiliation is a relevant social 
factor. Note, however, that the 15-year-old, whose progress on this feature is 
very slight, is their sister. Although a much larger sample population would be 
necessary to consider family affiliation generally, it does not seem relevant in 
this instance or at any other point in the results for the Canadian youngsters. 

The fact that age is critical in dialect acquisition will hardly be surprising in 
view of the well-known advantages of youth in both first-language and second- 
language acquisition (Long 1990). Indeed, it would be much more surprising 
if there were no evidence of the critical period in the results. But its effect is 
not uniform. While age apparently has a mild effect in the acquisition of lexical 
and pronunciation variants (Figs. 1 and 2), as noted earlier, it has its most 
telling effect in the acquisition of complex phonological features. 



Are	changes	like	FLA?	
	

Foulkes	&	Vihman	(2015)	argue	strongly	against	acquisitionism	
• they	argue	that	the	non-final	stages	that	children	go	through	in	FLA	are	not	the	
same	as	the	changes	that	occur	in	diachrony	–	listing	the	following	(and	others)	

	

 	

Table 18.1 Error types identified in 100-utterance samples for each of 32 children 
aged 2;4–4;2, ordered by typically developing children’s errors. ‘Instances’ refers 
to the raw occurrences of each error; ‘%’ refers to the proportion of each error 
type observed in relation to all errors identified in the sample; ‘children’ refers 
to the number of children who exhibited each error type. C = consonant

Error types
Typically developing
(N = 11)

Late talkers
(N = 21)

instances % children instances % children

stopping of /ð/ 108 11.46 10 280 12.13 19
/C/ deletion 91 9.66 11 211 9.14 20
velar fronting 82 8.70 5 125 5.41 10
gliding of /r, l/ 67 7.11 9 168 7.28 17
‘lisping’ or /θ/ for /s/ 

substitution
58 6.16 7 115 4.98 14

palatalization 41 4.35 7 128 5.54 11
gliding (other) 37 3.93 7 48 2.08 7
/C/ insertion 32 3.40 8 81 3.51 16
/l/ vocalization 32 3.40 6 36 1.56 5
glottal stopping 30 3.18 5 35 1.52 8
weak syll. deletion 26 2.76 6 84 3.64 15
/Cr/ reduction 25 2.65 6 61 2.64 8
/sC/ reduction 23 2.44 5 58 2.51 10
/ð/ substitution 20 2.12 5 26 1.13 5
fricativization 20 2.12 6 71 3.07 14
velarization 20 2.12 4 71 3.07 10
affricate reduction 16 1.70 5 64 2.77 11
/CC/ reduction (other) 15 1.59 5 53 2.30 15
nasalization 15 1.59 2 48 2.08 8
affricativization 14 1.49 3 54 2.34 9
/Cl/ reduction 14 1.49 3 39 1.69 8
nasal-/l/ alternation 14 1.49 3 21 0.91 5
lateralization 13 1.38 3 15 0.65 1
syllable insertion 12 1.27 2 27 1.17 8
/C/ harmony 11 1.17 3 39 1.69 10
blending 11 1.17 3 19 0.82 4
/v/ substitution 11 1.17 4 9 0.39 1
/CC/ deletion 9 0.96 2 11 0.48 2
metathesis 9 0.96 3 16 0.69 5
palatal fronting 9 0.96 2 13 0.56 2
contiguous assimilation 8 0.85 1 18 0.78 3
glide stopping 8 0.85 3 9 0.39 3
/l/ stopping 7 0.74 2 7 0.30 2
stopping of /s/ 7 0.74 2 39 1.69 6
/θ/ substitution 7 0.74 1 26 1.13 6
labialization 5 0.53 0 56 2.43 11
glottalization 4 0.42 1 13 0.56 2
stopping of /z/ 4 0.42 0 17 0.74 3
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reduction is the same as that described by Vihman (1980): retention of the non-liquid—
and, in the case of ‘other’ cluster reduction, which generally involves nasals, retention of 
the nasal in most cases.

In summary, taking exhaustive account of all the mispronunciations made by chil-
dren who are well beyond the single-word stage, we find a wide range of different errors, 
none used consistently or with great frequency by any of the children. What were perva-
sive errors for some children at the younger age (consonant harmony, syllable deletion) 
are now sporadic, with a suggestion of lexical rather than phonological errors in some 
cases. Where errors are still fairly common at this developmental point (cluster reduc-
tion), they agree with the analysis of earlier child errors in being quite different in detail 
from those found in sound change. None of this appears to offer much support for the 
hypothesis that change has its roots in mislearning by children.

Error types
Typically developing
(N = 11)

Late talkers
(N = 21)

instances % children instances % children

nasal stopping 2 0.21 0 26 1.13 7
stopping of /f/ 2 0.21 1 46 1.99 5
stopping of /ʃ/ 2 0.21 1 3 0.13 1
degliding 1 0.11 0 9 0.39 2
stopping of /v/ 0 0.00 0 14 0.61 4
TOTAL 942 99.98 2,309 100.02

Table 18.2 Examples of errors (child age in year;months.days)
Example Child Age Target Production

(1) final /C/ deletion Owen 3;0.5 like [laܼ]
(2) initial /C/ deletion Owen 3;0.5 yellow [ɛlԥݜ]
(3) palatalization Ali 3;1.10 that is beans [daçܼçbiޝç]
(4) palatal fronting Andy 3;0.11 paintbrush [peܼݦbܥs]
(5) weak syllable deletion Jude 2;6.10 Barcelona [baθԥݜn] (said twice in 

this form)
(6) consonant harmony Ali 3;1.10 more [mޝܧm] (/C/ insertion + 

harmony)
(7) /Cr/ reduction Owen 3;0.5 fried [faid]
(8) /sC/ reduction Tomos 3;1.5 strawberry [dޝܧbiޝ]
(9) /Cl/ reduction Tomos 3;1.5 plate [pheܼݦth]
(10) cluster blending Owen 3;0.5 play [feܼ]
(11) other cluster reduction Ali 3;1.10 milk

stand
[mܼk]
[tad]

Table 18.1 Continued
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Some	of	these	child-language	phenomena	are	like	
innovations	that	occur	in	phonological	change	
• stopping	of	/ð/,	some	deletions,	blendings,	l-vocalisation	
	

Others	are	not	
• initial-C	deletion,	consonant	harmony,	‘lisping’	
	

This	may	show	that	not	all	change	occurs	in	FLA?	
	

Are	changes	like	FLA?	
	

As	we	saw	above,	innovations	involving	change	in	parameter-settings	and/or		
re-/ne-analysis	do	not	necessarily	change	‘surface’	forms	
• if	this	kind	of	change	occurs	in	FLA,	we	might	not	expect	to	notice	it	in	child	language		
o (as	in	V2	>	SVO)	
o (as	in	the	restructuring	of	URs)	
o these	would	have	very	different	kinds	of	impact	on	child	language	to	what	Foulkes	
&	Vihman	(2015)	consider	

	
Lahiri	(2015)	argues	along	these	lines	for	stress	change	
• any	of	these	four	sets	of	stress	parameter-settings	could	generate	the	following	forms	
• different	generations	could	have	quite	different	grammars,	yet	still	produce	(largely)	
the	same	surface	forms	

	

	 	
	

Observations	like	these	are	most	compatible	with	an	‘acquisitionist-type’	approach	to	change.	

226   Aditi Lahiri

Comparing (8) and (9), only in one example is the main stress different when the Main 
Stress parameter changed; main stress in incūdis shifted from the leftmost foot (9iv) to 
the right in Classical Latin, but the other words are stressed exactly as before since they 
only have one foot. This makes sense in a scenario with two feet and two stresses, possi-
bly adjacent. The native speaker has difficulty in deciding which is the main prominence, 
particularly if stress clash occurs within phrases triggering variation. For example, main 
stress on thirtéen can shift to the first syllable in the phrase thírtèen mén due to a clash in 
stress. Such alternations may lead to a shift in the main-stress alignment, which could 
have happened in Latin.

The same surface patterns can be produced by two different underlying metrical sys-
tems. The surface evidence of the Main Stress parameter is restricted to certain types of 
words, namely those that have more than one foot, and when the change occurred, it 
must have resulted from ambiguity in words with two feet. In fact, the change is quite 
minor involving a decision as to which foot to give more prominence to when a word 
has more than one.

An alteration in any of these parameters may lead to a stress shift in only a few 
words and not others; Latin would be an example where many words maintain exactly 
the same surface forms although the underlying pattern has changed. Consequently, 
to deduce the stress parameters correctly, the language learner requires sets of 
unambiguous words. This is difficult since many words in our lexicons could be 
accounted for by various stress parameters. Consider the words in (10). A  learner 
faced with these stress patterns could easily opt for any of the four sets of parameters 
given below.

 (10) Different parameters eliciting identical stress patterns
        'L       L       L                 L       'H      L              'H       H                    'H      L       H
           prósody                         agénda                 bándage                    cónsonant              

                          (i)                                 (ii)                              (ii)                                (iv)
Extrametricality            Final syllable        Final syllable       None                           Final syllable
Foot Type                              Moraic Trochee   Moraic Trochee   Moraic Trochee    Moraic Trochee
Direction of Parsing      Right to Left          Left to Right         Left to Right          Right to Left
Main Stress                       Left                              Right                        Left                              Right

All four options give the correct stress patterns in these words. The disambiguating 
example we need is a word like América, with the pattern [L'LLL]. The only option that 
covers the full range of data is (10iv). Thus, the possibilities of change are many. If three 
groups of learners came up with a separate option based on the first set of words, and if 
they resisted changing the pattern despite the newer data, or if they never come across 
the new data, then their dialects will differ from their parents, giving the same outputs 
with different underlying grammars.

Same grammar, different outputs: a different problem arises when the same underlying 
system persists, but different surface realizations can occur. This occurs particularly when 
other word prosodic changes (such as changes in syllable quantity) intervene. Metrical 
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Are	there	grammatical	constraints	on	diachrony?	
	
To	return	to	the	conceptions	of	FLA	and	the	transmission	chain	considered	above...	
	

S0	+	PLD	=	SS				
	

			 G1		®		PLD			Þ			FLA			®			G2	
	
White’s	(2003)	account	was	that:	
	
	
If	UG	consists	of	substantial	constraints	on	what	is	a	possible	language	...	
• these	constraints	are	clearly	constraints	on	what	is	a	possible	change	
	
Kiparsky	(2006)	considers	these	issues:	
	

	

	

The Amphichronic Program vs.
Evolutionary Phonology

PAUL KIPARSKY

1. Synchronic and historical explanation

Evolutionary Phonology. Evolutionary Phonology seeks to derive typo-

logical generalizations from recurrent patterns of language change, them-

selves assumed to be rooted in perception, production, and acquisition.

The goal is to eliminate UG by providing diachronic explanations for

the cross-linguistic evidence that has been used to motivate it. (2) shows

a schema of this program, where the arrows can be read as ‘‘explains’’

and/or ‘‘constrains’’.1

(1) Acquisition, variation,

language use
???y

Change
???y

Typology

Along with other historicist approaches, Evolutionary Phonology turns

the traditional structuralist/generative view of the relation between syn-

chronic and historical linguistics on its head. This assumes that change

Theoretical Linguistics 32–2 (2006), 217–236 0301–4428/06/0032–0217
DOI 10.1515/TL.2006.015 6 Walter de Gruyter

1 Thanks to Arto Anttila, Lev Blumenfeld, Andrew Garrett, and Alex Jaker for
comments.

is constrained and explained by principles of grammar, so that dia-

chronic change becomes evidence that can help to confirm or falsify those

principles.

(2) Universal Grammar:

(a) possible grammars

(b) markedness
???y

Acquisition, variation,

language use
???y

Change

Blevins illustrates the di¤erence between the two approaches with the

example of neutralization of place and manner features in word-final

and coda positions. Phonologists have postulated as a universal that

marked features may be suppressed in such ‘‘weak’’ positions in favor of

unmarked features, but not conversely. In OT, this putative universal is

formally reflected by the existence of constraints that prohibit marked

features in weak positions, and the absence of constraints that prohibit

unmarked features in them. A markedness constraint may be defeated

by a higher-ranked constraint (either by another markedness constraint,

for instance one that enforces assimilation, or by faithfulness constraints).

But it may not be reversed. The specific instantiation of this asymmetry

that Blevins takes up is the devoicing of obstruents in coda and word-final

portion. Blevins observes that under the evolutionary account,

‘‘nothing excludes the inverse process of final obstruent voicing from the grammar
of natural language. Rather, final obstruent voicing is predicted to be rare because
there is no single documented natural process which would yield final voiced ob-
struents to the exclusion of voiced obstruents, and there are few combined natural
developments which would yield regular final obstruent [voicing P.K.] patterns.’’

Of course the claim cannot simply be that final voicing rules are rare

because final voicing as a single sound change is ‘‘undocumented’’. The
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2 1 Universal Grammar and language acquisition

that interlanguage grammars differ in various ways from the grammars of native
speakers, and some of these differences will be explored.

1.2 Universal Grammar in L1 acquisition

A major task for the first language (L1) acquirer is to arrive at a linguistic
system which accounts for the input, allowing the child to build linguistic repre-
sentations and to understand and produce language. UG is proposed as part of an
innate biologically endowed language faculty (e.g. Chomsky 1965, 1981b; Pinker
1984, 1994), which permits the L1 acquirer to arrive at a grammar on the basis of
linguistic experience (exposure to input). UG provides a genetic blueprint, deter-
mining in advance what grammars can (and cannot) be like. In the first place, UG
places requirements on the form of grammars, providing an inventory of possible
grammatical categories and features in the broadest sense, i.e. syntactic, mor-
phological, phonological and semantic. In addition, it constrains the functioning
of grammars, by determining the nature of the computational system, including
the kinds of operation that can take place, as well as principles that grammars
are subject to. UG includes invariant principles, that is, principles that are gener-
ally true across languages, as well as parameters which allow for variation from
language to language.

Throughout this book it will be presupposed that UG constrains L1 acquisition,
as well as adult native-speaker knowledge of language. That is, grammars of chil-
dren and adults conform to the principles and parameters of UG. The child acquires
linguistic competence in the L1. Properties of the language are mentally repre-
sented by means of an unconscious, internalized linguistic system (a grammar).
As Chomsky (1980: 48) puts it, there is : ‘a certain mental structure consisting of
a system of rules and principles that generate and relate mental representations of
various types’.1

UG constitutes the child’s initial state (S0), the knowledge that the child is
equipped with in advance of input. The primary linguistic data (PLD) are critical
in helping the child to determine the precise form that the grammar must take. As
the child takes account of the input, a language-specific lexicon is built up, and
parameters of UG are set to values appropriate for the language in question. The
grammar (G) may be restructured over the course of time, as the child becomes
responsive to different properties of the input. In due course, the child arrives at
a steady state grammar for the mother tongue (SS). This model of acquisition is
schematized in figure 1.1.

As linguistic theories such as Government–Binding (Chomsky 1981a), Mini-
malism (Chomsky 1995) or Optimality Theory (Archangeli and Langendoen 1997)
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Kiparsky	(2006)	is	interested	in	whether	it	is	possible	for	a	language	to	innovate	
Final	Obstruent	Voicing	
• many	languages	have	Final	Obstruent	Devoicing,	but	Kiparsky	argues	FOV	is	not	possible		
• despite	that	fact	that	possible	changes	could	lead	to	FOV,	learners	can’t	learn	it	
	

	
	
Kiparsky	(2006)	adopts	an	OT	approach	and	links	FOD	to	the	idea	that	marked	feature-
values	(like	[+voice])	can	be	unavailable	in	‘weak	positions’	(like	final	position)	
	

	
	

not exclude, for example, languages which contrast voiceless aspirates

and voiced unaspirated stops everywhere, including in codas: these are

straightforwardly predicted by constraints on contrast that outrank mark-

edness constraints that enforce neutralization (Dispersion Theory, Flem-

ming 2004, 2006).

We can then consider the question from the empirical side. For exam-

ple, is coda neutralization, or more specifically coda devoicing, an intrinsic

constraint on language (part of UG), or a typological generalization

which is a consequence of the way sound change works? Blevins claimed

that coda devoicing is just rare, and that the reason for its rarity is that it

is unlikely to arise by sound change. Her theory thus predicts actual in-

stances of synchronic final voicing, not merely possible ones. If no such

processes are found, the evolutionary program is in trouble, because – as

Blevins recognizes – they can readily arise by various combinations of

sound changes. In fact, the number of potential scenarios that could pro-

duce a final devoicing process is very large. Here are five of them.

(4) Scenario 1: chain shift resulting in markedness reversal

Stage 1: tatta tata tat (*tatt) (gemination contrast)

Stage 2: tata tada tad (*tat) (lenition)

– Result at stage 2: new voicing contrast, word-final phonological

voicing.

Scenario 2: lenition plus apocope

Stage 1: takta tada (*tata, *data, *tat, *dat)

(allophonic V V voicing, no final -C)

Stage 2: takta tad (*tat, *dat, *dad, *tat, *dat)

(apocope, unless final *-CC would result)

– Result at stage 2: allophonic voicing of word-final stops.

Scenario 3: lenition plus deletion

Stage 1: tat tad dat dad (voicing contrast)

Stage 2: tad ta¶ dad da¶ (coda lenition)

Stage 3: tad ta dad da (loss of weak fricatives)

– Result at stage 3: only voiced obstruents occur in codas.

Scenario 4: assimilation plus deletion

Stage 1: tata tanta (no voicing contrast, only nasal codas)

Stage 2: tata tanda (allophonic voicing after nasals)
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is constrained and explained by principles of grammar, so that dia-

chronic change becomes evidence that can help to confirm or falsify those
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Acquisition, variation,

language use
???y

Change
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unmarked features, but not conversely. In OT, this putative universal is

formally reflected by the existence of constraints that prohibit marked

features in weak positions, and the absence of constraints that prohibit

unmarked features in them. A markedness constraint may be defeated

by a higher-ranked constraint (either by another markedness constraint,

for instance one that enforces assimilation, or by faithfulness constraints).

But it may not be reversed. The specific instantiation of this asymmetry
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portion. Blevins observes that under the evolutionary account,
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there is no single documented natural process which would yield final voiced ob-
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Of course the claim cannot simply be that final voicing rules are rare

because final voicing as a single sound change is ‘‘undocumented’’. The
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Such	changes	are	possible,	so	a	
language	like	stage	3	should	be	
possible,	but	(Kiparsky	argues)	
no	language	is	like	this,	so	a	
change	of	the	type	that	would	
create	stage	3	is	not	possible.	

*MARKED/WEAK	
–	exists	
	
*UNMARKED/WEAK	
–	does	not	exist	



Are	there	grammatical	constraints	on	diachrony?	
	
While	the	contents	of	UG	are	controversial...	
• if	UG	exists,	it	places	constraints	on	what	is	a	possible	change	
• these	are	constraints	on	FLA,	but	they	constrain	change	no	matter	where	it	occurs	
o as	long	as	we	understand	‘change’	to	be	innovation	in	I-language		
• if	only	certain	things	are	possible	in	language	due	to	UG,	changes	could	not	bring	
about	languages	which	are	not	possible	

• language-universal	grammatical	structure	places	constraints	on	diachrony	
	
	

			 G1				®		PLD			Þ				FLA				®					G2	
	
	
A	more	controversial	question	exists:	
• can	language-specific	grammatical	structure	place	constraints	on	diachrony?	
	
This	question	links	to	our	main	concern	
• does	all	change	occur	in	acquisition?	
	
	

Can	there	be	language-specific	grammatical	constraints	on	diachrony?	
	
Kiparsky	(1995/2003)	can	be	read	as	applying	that	there	can	be...	
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supported. How can we account for the coexisting properties of exceptionless-
ness and structure-dependence?

I believe that Jakobson was on the right track in looking to evolutionary
biology as a paradigm for historical linguistics. We just need to reject the
disreputable version of evolutionary theory that he claimed to be inspired by
and replace it by the modern view of variation and selection. In the domain of
sound change, the analog to natural selection is the inherently selective process
of transmission that incorporates them into the linguistic system. Thus sound
change is both mechanical in the Neogrammarian sense, and at the same time
structure-dependent, though not exactly in the way Jakobson thought.

We are now free to assume that variation at the level of speech-production
is conditioned purely by phonetic factors, independently of the language’s
phonological structure, and to use this property to derive the exceptionlessness
property, just as the Neogrammarians and structuralists did. The essential move
is to assign a more active role to the transmission process, which allows it
to intervene as a selectional mechanism in language change. Traditionally, the
acquisition of phonology was thought of simply as a process of organizing the
primary data of the ambient language according to some general set of principles
(for example, in the case of the structuralists, by segmenting it and grouping
the segments into classes by contrast and complementation, and in the case of
generative grammar, by projecting the optimal grammar consistent with it on
the basis of Universal Grammar). On our view, the learner in addition selectively
intervenes in the data, favoring those variants which best conform to the lan-
guage’s system. Variants which contravene language-specific structural principles
will be hard to learn, and so will have less of a chance of being incorporated
into the system. Even “impossible” innovations can be admitted into the pool of
phonetic variation; they will simply never make it into anyone’s grammar.

The combined action of variation and selection solves another neglected
problem of historical phonology. The textbook story on phonologization is
that redundant features become phonemic when their conditioning environ-
ment is lost through sound change. This process (so-called secondary split)
is undoubtedly an important mechanism through which new phonological
oppositions enter a language. But the textbooks draw a discreet veil over the
other cases, surely at least equally common, where – in what may seem to be
exactly analogous situations – the redundant feature simply disappears when
its triggering environment is lost.

The two types of outcome are not just distributed at random. The key
generalization seems to be that phonologization will result more readily if the
feature is of a type which already exists in the language. We could call this the
priming effect and provisionally formulate it as follows:

(14) Redundant features are likely to be phonologized if the language’s phono-
logical representations have a class node to host them.

This priming effect, a diachronic manifestation of structure-preservation, is
documented for several types of sound change, tonogenesis being perhaps the



Can	there	be	language-specific	grammatical	constraints	on	diachrony?	
	
Hale	(2003)	objects	to	this:	
	

	
	

	
	
	
If	language-specific	grammatical	structure	can	constrain	change,	this	can	be	seen	as	an	
argument	for	anti-acquisitionism.	
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and grouping the segments into classes by contrast and complementation, and in
the case of generative grammar, by projecting the optimal grammar consistent
with it on the basis of Universal Grammar). On our view, the learner in addition
selectively intervenes in the data, favoring those variants which best conform to
the language’s system. Variants which contravene language-specific structural
principles will be hard to learn, and so will have less of a chance of being incor-
porated into the system.

Note first that this is an inherently conservative principle – it favors minimal
change. It can hardly explain, and indeed directly counter-generates, the “long-
term tendencies” posited by Jakobson for Slavic. Since Slavic did not have a
constraint against closed syllables when Jakobson’s “conspiracy” began (indeed,
it did not have such a constraint until Jakobson’s conspiracy was completed),
Kiparsky’s proposal would predict that changes which favored a restriction
to CV-syllable types (i.e., that disfavored coda-consonants) would be selected
against by the acquirer, rather than favored (since a restriction against coda-
consonants would “contravene language-specific structural principles”).

Moreover, the proposal demands that the acquirer, during the acquisition
process, have access to “language-specific structural principles,” though these
are presumably available only after the specific language in question has been
acquired. This conceptual difficulty also undermines, in our view, Kiparsky’s
“priming effect” proposal (section 2.1): “Redundant features are likely to be
phonologized if the language’s phonological representations have a class node
to host them.” Once again, one of the key challenges to the acquirer is precisely
to determine which class nodes need to be present in the language’s phono-
logical representations. Changes such as “phonologization” are not dependent
upon existing representations (which the child cannot directly access), but
rather represent solutions to that challenge which differ from those opted for
by previous generations.

The data cited in support of this principle are replete with empirical difficul-
ties. The first argument provided by Kiparsky concerns tonogenesis (section 2.1):
“The merger of voiced and voiceless consonants normally leaves a tone/
register distinction only in languages which already possess a tone system”34 (italics
in original). Though I do not know of a large number of instances of tonogenesis
in non-tonal languages which are not in contact with tonal languages, such
cases clearly exist. The Huon Gulf and New Caledonian cases come to mind,
as does, arguably, Scandinavian – see Ross (1993) and Rivierre (1993).

The next case mentioned concerns compensatory lengthening: “De Chene
and Anderson (1979) find that loss of a consonant only causes compensatory
vowel lengthening when there is a pre-existing length contrast in the language.”
Kiparsky himself notes the exception provided by Occitan to this claim (n. 16).35

Finally, the third piece of empirical support offered by Kiparsky concerns
the genesis of geminates: “total assimilation of consonant clusters resulting in
geminates seems to happen primarily (perhaps only?) in languages that already
have geminates (Finnish, Ancient Greek, Latin, Italian). Languages with no
pre-existing geminates prefer to simplify clusters by just dropping one of the
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Mid-Scots	θ-debuccalisation		
	

Like	English,	Scots	originally	retained	Germanic	θ	–	however...	
	
In	Mid-Scots,	what	was	θ	in	Older	Scots	now	has	some	variable	pronunciations	as	h	
	

• this	is	fundamentally	an	‘expectable’	debuccalisation:	θ	>	h		
	

o there	is	evidence	that	this	is	non-recent	change:	it	is	also	found	in	Ulster	Scots	
(Maguire,	pc),	which	indicates	that	it	occurred	before	Scots	was	taken	to	Ulster	(the	
majority	of	settlement	was	in	the	17th	century)	

	

• it	is	recorded	in	traditional	dialect	descriptions	(eg,	Wilson	1915,	Wettstein	1942,	
Zai	1942)	and	remnants	are	found	in	variationist	descriptions	of	current	urban	
varieties	(Johnston	1997,	Stuart-Smith	&	Timmins	2006,	Clark	&	Trousdale	2009)	

	

o representative	data	from	these	kinds	of	sources	shows	the	following:	
	

	 θ-	 [h]ink	(Glasgow)	 		 	 ‘think’	 	 	 	 –	alongside	[θ]ink	
	 θw-	 [hwɛŋz]	(Berwickshire)	 ‘thongs’	<	OE	þwang	
	 θr-	 [hriː]	(Perthshire)	 	 ‘three’	
	

	 -θ-	 no[h]ing	(Glasgow)	 	 ‘nothing’	 	 	 –	alongside	no[θ]ing	
	

	 -θ	 ba[θ]	(Glasgow)	 		 	 ‘bath’	 	 	 !!!	
	 -nθ	 mon[θ]	(Glasgow)	 	 ‘month’	 	 	 !!!	

Current	Central-Belt	Scots	
allows	h-forms	only	in		
think	and	thing	
• previously	h-ful	forms	were	
much	more	widespread	



This	debuccalisation	shows	a	peculiar	patterning	
	

• it	occurred	in	‘strong’	initial	position,	and	in	the	‘weak’	intervocalic	position	
	

o but	“[f]inal	/θ/	is	retained	everywhere”	(Johnston	1997,	507)	
	

	
This	seems	very	strange		
• it	seems	to	be	a	clear	counterexample	to	the	standard	implicational	hierarchy	of	
lenition	environments,	which	are	expected	to	either	occur:	

o (i)	only	in	weak	positions	(the	lenition	being	inhibited	in	strong	positions)	
o or	(ii)	across	the	board	-	context-free	-		in	both	strong	and	weak	positions		

 
 

STRONG WEAK 
‘initial,	onset’	 ‘medial,	intervocalic’	 ‘final,	coda’	

[h]ink	‘think’	 no[h]ing	‘nothing’	 ba[θ]	‘bath’	

 
It	makes	sense,	however,	if	we	assume	that	it	behaved	like	other	lenitions,	occurring:	
(ii)	across	the	board	-	context-free	-		in	both	strong	and	weak	positions		
• but,	however,	this	patterning	has	been	made	opaque	due	to	interaction	with	*CODA-h	
	
What’s	*CODA-h?

Phonotactic	constraints	
	

There	are	gaps	in	the	distribution/combination	of	segments	in	languages’	lexicons	
	

• in	English:	[baɪn],	[baɪh]							[klɪn],	[tlɪn]							[snɪn],	[knɪn]							[ɡɛfs],	[ɡɛʃs]	
	
A	traditional	strand	of	work	on	phonotactics	assumes	that	there	is	a	qualitative	
difference	between	accidental	and	system(at)ic	gaps	
	

	
For	example,	English	has	the	following	gaps	in	distribution:	
	

• h	is	absent	in	codas	(while	all	other	consonants	are	possible	in	codas)	
	

• tl	and	kn	are	absent	as	in	onsets	(while	equivalent	strings	occur:	pl,	bj,	kw)	
	

• ʃs	and	sʃ	are	absent	in	word	ends	(while	equivalent	strings	occur:	fs,	fθ,	sθ,	θs)	
	
Many	of	these	claims	are	common	in	the	literature,	as	in	Hammond	(1999,	p.58)	
 

• Hammond, Michael (1999) The Phonology of English: a prosodic Optimality-Theoretic approach. Oxford: OUP. 
	
	



There	is	a	common	convention	to	use	SMALL	CAPS	for	constraints...	
	

• h	is	absent	in	codas	(while	all	other	consonants	are	possible	in	codas)	
	
• h	is	absent	in	CODAs	(while	all	other	consonants	are	possible	in	codas)	
	
• h	is	forbidden	in	CODAs	(while	all	other	consonants	are	possible	in	codas)	
	
• h	is	*	in	CODAs	(while	all	other	consonants	are	possible	in	codas)	
	
*CODA-h	
	

• =	h	cannot	occur	in	codas	
	

o [baɪh]	is	thus	a	systematic	–	not	accidental	–	gap	
	

o [the	distribution	of	h	in	English	is	actually	more	complex	than	this,	but	this	is	at	
least	part	of	the	truth...]	

	

Loanword	adaptation	gives	some	quite	compelling	evidence	that	*CODA-h	is	part	of	
the	phonology	of	English		
	
Persian/Farsi	shah	 هش 	(šah)		
ʃɒːh	>	ʃɑː	

 
 
This	also	shows	that	other	languages	do	not	have	*CODA-h	(ranked	high)	
• for	example,	Persian/Farsi:	

	

[ʃɒːh]		 ‘king’	
[noh]	 	 ‘nine’	
[dah]	 	 ‘ten’	
	

 
 
This	shows	that	the	effect	of	*CODA-h	in	English	is	a	language-specific	effect	
• this	seems	to	be	a	long-standing	aspect	of	the	phonology	of	English		
o there	is	no	evidence	for	[h]	in	a	coda	during	the	recorded	history	of	English		



Phonotactic	constraints	can	be	slipped	into	OT	analyses,	as	in	Hammond	(1999)	
	

	
	
	

‘Mixed’	rule-and-constraint	models	can	let	phonotactics	occur	after	rule-based	phonology		
	

• Sommerstein	(1974)	assumes	that	phonotactics	apply	at	a	“categorical	phonetic”	level	
	

o =	around	the	level	of	Surface	Representation	
	

o this	ties	in	with	the	widespread	current	of	phonological	opinion	that	constraints	
typically	apply	at	the	surface	

	
A	rule-like	syllabification	algorithm	can	do	the	same	as	OT	
• /ehab/	=	Ahab	
• /ebah/	=	*	
	
This	can	be	done	as	follows:	 /ehab/	 /ebah/	
	

• assign	a	Nucleus	to	sonority	peaks	in	a	string	 		ehab	 		ebah	
	

• gather	anything	to	the	left	of	a	Nucleus	in	an	Onset		 	.e.hab	 	.e.bah	
	

• gather	anything	to	the	right	of	a	Nucleus	in	a	Coda		 	.e.hab.	 	.e.bah.	
	

○ apply	phonotactics:	including	*CODA-h		 [.e.hab.]	 						*	
	

	



How	does	this	help	understand	Mid-Scots	θ-debuccalisation?	
• I	assume	that	the	original	innovation	was	the	introduction	of	context	free	θ	®	h	
	

o like	all	changes,	this	was	initially	variable		–		I	model	this	using	two	derivations	
	

Stage	1:	after	the	introduction	of	θ	®	h	
	

	 											think	 											bath	
	

	 /θɪnk/	 /θɪnk/	 	/baθ/	 /baθ/	
θ	®	h	 		hɪnk	 	(—)	 			bah	 	(—)	 	 	 (—)	variable	non-application	
	

*CODA-h	 				—	 			—	 					*	 			—	
	

	

	 [hɪŋk]	 [θɪŋk]	 					*	 	[baθ]	
	
	

Stage	2:	the	current	situation	results	from	a	restructuring	+	rule	loss	
	

	 											think	 	bath	
	

	 /hɪnk/	 /θɪnk/	 /baθ/	
	

*CODA-h	 				—	 			—		 			—	
	

	

	 [hɪŋk]	 [θɪŋk]	 [baθ]	
 

If	this	is	right,	the	phonotactic	constraint	*CODA-h	inhibited	the	θ	>	h	change	in	codas	
• this	is	an	effect	of	already-existing	language-specific	structure,	constraining	change	
o if	θ	®	h	was	innovated	during	FLA	(as	required	by	acquisitionism),	while	the	
phonology	is	being	created,	why	would	it	have	been	inhibited	in	codas?	

To	conclude...	
	
If	we	assume	3	possible	positions	on	the	issues	considered	here...	
	

• all	change	occurs	in	First	Language	Acquisition		 (=	strict	acquisitionism)		
	

• all	change	occurs	in	‘steady-staters’		 	 	 (=	strong	anti-acquisitionism)	
	

• change	can	occur	at	both	loci	 	 	 	 	 (=	weak	anti-acquisitionism)	
	
	
...	is	there	evidence	that	strict	acquisitionism	is	false?	
	
...	is	there	evidence	that	strong	anti-acquisitionism	is	false?	
	
	
What	is	the	locus	of	linguistic	change...?	
	
	

			 G1				®		PLD			Þ				FLA				®					G2	
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Wotherspoon	(eds.).	The	power	of	words:	Essays	in	lexicography,	lexicology	and	
semantics.	In	Honour	of	Christian	J.	Kay.	Amsterdam:	Rodopi.	

Tagliamonte,	Sali	&	Sonja	Molfenter.	2007.	How’d	you	get	that	accent?:	Acquiring	a	
second	dialect	of	the	same	language.	Language	in	Society	36,	649-675.	

Kemenade,	A.	van.	2007.	Formal	syntax	and	language	change:	developments	and	
outlook’	Diachronica	24,	155-169.	

Weinreich,	Uriel,	William	Labov	&	Marvin	Herzog.	1968.	Empirical	foundations	for	a	
theory	of	language	change.	In	Lehmann,	Winfred	P.	&	Yakov	Malkiel	(eds.)	Directions	
for	historical	linguistics,	95-188.	Austin:	University	of	Texas	Press.	

Wettstein,	Paul.	1942.	The	Phonology	of	a	Berwickshire	Dialect.	Zurich:	Bienne.	
Wilson,	James.	1915.	Lowland	Scotch	as	spoken	in	the	lower	Strathearn	district	of	

Perthshire.	London:	Oxford	University	Press.	
White,	Lydia.	2003.	Second	Language	Acquisition	and	Universal	Grammar.	Cambridge:	

Cambridge	University	Press.	
Zai,	Rudolf.	1942.	The	Phonology	of	the	Morebattle	Dialect	(East	Roxburghshire).	Lucerne:	
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